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Abstract

The Higgs Sector is the piece of Standard Model which is responsi-
ble for the spontaneous breaking of electroweak symmetry; the Higgs
boson is the last particle of the Standard Model to be found by exper-
iment. Once a Higgs-like boson is discovered, probably at LHC, we
need to verify that it is indeed the Higgs boson that condenses in the
vacuum and gives masses to all the standard model particles. Higgs
self-coupling is just the force that makes the Higgs boson condense in
the vacuum, therefore probe of this coupling is one of the most decisive
test. For a light Higgs which dominantly decays into bb̄, it will be very
difficult if not impossible to measure its self-coupling at the LHC. It
therefore becomes crucial to measure it at the proposed International
Linear Collider (ILC).

The double Higgs-strahlung process ZHH and WW fusion process
νν̄HH are the leading channels to perform Higgs self-coupling mea-
surement at ILC. In this thesis, full simulations of three decay modes
of ZHH at 500 GeV have been carried out based on the detector con-
cept ILD, assuming a Higgs mass of 120 GeV/c2. Two of the three
modes, ZHH decaying to l+l−HH and νν̄HH, are fully simulated for
the first time. Combing these with the qq̄HH mode and using 2 ab−1

data, a 3.9σ significance is expected for observing the excess of ZHH
events; the ZHH cross-section can be measured to an accuracy of 32%,
corresponding to a precision of 57% on the trilinear Higgs self-coupling.

Using fast simulation the WW fusion at 1 TeV is also investigated.
The νν̄HH mode is used for this study; a 2.4σ excess is expected and
the cross-section can be determined to a precision of 52%, correspond-
ing to an accuracy of 44% on the trilinear Higgs self-coupling. The
processes tt̄, ZZ, ZZZ and ZZH are the dominant backgrounds and
their cross sections are much larger than that of signal. A multivariate
analysis, neural network, is used to improve the background suppres-
sion.

A study of J/ψ decays into ηK ∗0K ∗0 based on BESII is completed,
where the branching ratio determination is a first measurement of this
quantity. This study can be found in the Appendix.

Key words: ILC; ILD; Higgs; Self-coupling; Neural-net



Chapter 1

Introduction to the accelerator
and detector

The proposed International Linear Collider (ILC) is a linear electron-positron col-
lider based on 1.3 GHz superconducting radio-frequency (SCRF) accelerating cavi-
ties, working in the centre of mass energy from about 200 to 500 GeV and onwards
to the region of 1 TeV. The physics at ILC will be extremely rich and important,
complementing the possible discoveries at the Large Hadron Collider (LHC) now
running at CERN and finally making it possible to reveal the mysteries of origin
of mass, super symmetry, dark matter, asymmetry of matter and anti-matter, and
unification of the four fundamental interactions.

The world wide ILC research and development (R&D) are still ongoing aiming
to the full demonstration of both the construction and physics goal it will achieve.
There are three major milestones in the past ILC roadmap, first of which is the
creation of the Baseline Configuration Document (BCD) [1] in 2005, second the
publication of the draft ILC Reference Design Report (RDR) [2] in 2006 and the
last of which is that two of the three detector concepts for ILC are validated in 2009.
The validated detectors are ILD [3] and SiD [4], where the former is developed from
two concepts GLD [5] and LDC [6]. Another detector concept is Fourth [7] which
however is not validated. The next milestone will be the release of Technical Design
Report (TDR) at the end of 2012, after which the ILC is ready for the final phase
before construction.

In this chapter, a brief introduction to the ILC accelerator and ILD detector will
be given. Several topics about the choices of ILC parameters which all the studies
in the following chapters are based on will be discussed, leaving the technical details
in references.

1.1 The Accelerator

1.1.1 Layout of the accelerator

The ILC as designed in the RDR [2] is an approximately 31 km long linear machine
for accelerating the electrons and positrons. Figure 1.1 shows the schematic view
of the baseline layout, where the major sub-systems are indicated: electron source,
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Chapter 1 Introduction to the accelerator and detector

positron source, damping rings, main linacs, beam delivery system and detectors.

Figure 1.1: The schematic view of the ILC baseline layout.

• The electron source is located at the positron main linac side, where the
electrons are produced by a laser illuminating the photocathode in a Direct
Current (DC) gun. The electron beam can be polarized to above the level of
80% and then be accelerated to 5 GeV through a 250 meter pre-accelerating
structure which is based on SCRF. The pre-accelerated beam will be delivered
to the damping ring.

• The positron source is located at the electron main linac side. While
positrons do not naturally exist, first we will send the accelerated high en-
ergy electron beam (about 150 GeV) through an undulator which is made
of special arranged magnets. In the undulator, electrons will be forced to
make a wobbing motion and then emit a stream of photons (about 10 MeV).
These photons will hit a titanium-alloy target and produce electron-positron
pairs. Then the positrons will be collected and also be boosted to 5 GeV by a
pre-accelerating structure.

• The damping rings are made of one electron ring and one positron ring, each
6.7 km long, located near the center of the site. As mentioned above, the pre-
accelerated electron and positron beams (5 GeV) will be sent to the damping
rings, because at that point neither the electron nor the positron bunches are
compact enough to yield the high density needed to produce collision in the
detectors. The damping rings will reduce the beam emittances to a very low
level required for luminosity production (the effect of emittance to luminosity
will be discussed in the following section), damp incoming beam jitter and
provide highly stable beams for downstream systems.

• The main linacs are respectively located in the two sides, each 11.5 km
long. Electron and positron beams are accelerated from 15 GeV (the 5 GeV
beams from damping rings are transported by the rings to main linacs which
accelerate the beams to 15 GeV) to the maximum 250 GeV in the main linacs
with the average accelerating gradient 31.5 MV/m. The electron and positron
linacs are respectively composed by 7332 and 7228 nine-cell SCRF accelerating
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Chapter 1 Introduction to the accelerator and detector

cavities which operate at the frequency 1.3 GHz. Because approximately 3
GeV of extra energy is required in the electron linac to compensate for positron
production, the required number of cavities is a bit more than for the positron
linac. The accelerating cavities are assembled by SCRF crymodules each of
which contains 26 cavities.

• The beam delivery system transports the beams from the main linacs to
the collision region. It is responsible for focusing the beam to the sizes which
are needed for the luminosity goals, measuring and monitoring the key physics
parameters such as energy and polarization before and after the collisions.
Also, the beam delivery system will protect the beamline and detector against
mis-steered beams from the main linacs and bring the spent beams to the main
beam dumps.

• The detectors will be located in the center of site. Two detectors ILD [3]
and SiD [4] are proposed in the same interaction point (IP) using a push-pull
mechanism. These two detectors will incorporate different but complementary
technologies to capture information about every particles produced in each
collision and offer the vital cross-checking of the potential physics discoveries.
The design of ILD concept will be discussed in the following section of this
chapter.

The electron and positron beams delivered to interacting point will be 5.0 Hz pulses.
Each of the pulse will last for about 1 ms and is formed by about several thousands
of bunches. The nominal beam parameter set is given in Table 1.1.

Table 1.1: The nominal beam parameters of ILC (values at 500 GeV centre of mass
energy)

Parameter Value Unit

Centre of mass energy range 200− 500 GeV
Peak luminosity 2× 1034 cm−2s−1

Average beam current in pulse 9.0 mA
Pulse rate 5.0 Hz
Number of bunches per pulse 1000− 5400
Charge per bunch 1.6− 3.2 nC
Accelerating gradient 31.5 MV/m
RF pulse length 1.6 ms
Beam power (per beam) 10.8 MW
Typical beam size at IP (h× v) 640× 5.7 nm
Total AC Power consumption 230 MW

1.1.2 Required Energy and Luminosity

As seen in Table 1.1, the centre of mass energy of ILC will be adjustable from 200
to 500 GeV and upgradable to 1 TeV. Why is the energy chosen like this, why do
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Chapter 1 Introduction to the accelerator and detector

we need such high luminosity? Some considerations which motivate these choices
will be presented in this section.

• Currently, the most important and most urgent task for high energy physics
community is to reveal the mask of Higgs Mechanism [8] which is responsible
for the electroweak symmetry breaking in the Standard Model (SM). There
are already some clues obtained mainly at LEP, SLC and Tevatron. First
of all, from the direct searches done by the four experiments at LEP at the
centre of mass energies up to 209 GeV, a lower bound of 114.4 GeV with 95%
Confidence Level (CL) [9] for the SM Higgs mass was derived, and 17 candidate
events found by the four experiments at around 115−116 GeV were presented.
From the recent results of CDF and D0, the region of 162−166 GeV for Higgs
mass was excluded at 95% CL by using the search mode H → W+W− [10].
Second, since quantum corrections to the mass of W boson and Z boson depend
logarithmically on the Higgs mass and quadratically on the Top quark mass,
a global fit [11] was carried out by using the combined precision electroweak
measurements done at LEP, SLC and Tevatron. Some constraints for SM were
obtained, one of which is concerned with the Higgs mass. The Higgs mass was
fit to be M(H) = 87+35

−26 GeV, and by using the lower limit from the direct
search, a 95% CL upper bound of 186 GeV for the Higgs mass was derived.
The result of global fit is shown in Figure 1.2. Finally, there are some other
theoretical constraints on the Higgs mass [12, 13, 14, 15] where a light Higgs
below 1 TeV is favored. If the Higgs mass is really in these regions, through
the processes e+ + e− → HZ, e+ + e− → ZHH and e+ + e− → tt̄H where
the required centre of mass energies could be covered at the ILC, the Higgs
profiles could be precisely measured, for example the Higgs mass, width, spin,
self couplings and top Yukawa coupling. These measurements will shed light
on the nature of electroweak symmetry breaking.

• An additional consideration comes from the top quark pair threshold scan at
around the energy 350 GeV, which could perform a 100 MeV precision for the
top quark mass [16, 17, 18] measurment. The physics impact of the precision
measurement of top quark mass is well explained in Ref.[19], which tells us
that the top quark mass is essential for both SM and physics beyond SM.

• Another consideration comes from the possible situation that if no light Higgs
was discovered at LHC. In this case, the W+W− scattering process will violate
the unitarity [12] at round 1 TeV unless there are new physics beyond SM and
new resonances. Then precision measurements at 1 TeV e+e− collider will have
the capability to investigate these new physics and extract the contributions
of these new resonances.

• Other considerations come from new physics beyond SM, like Super Symmetry
(SUSY), extra dimension, Little Higgs and so on. These new physics also
predict a light higgs or light new resonances, which could be covered at the
energies 200 to 500 GeV and onwards to 1 TeV.

A consensus [20] about the energy region for ILC 200− 500 GeV at Phase I and 1
TeV at Phase II was established to reveal the Terascale physics.
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Figure 1.2: The direct and indirect constraints for Higgs mass, where the curves
show the global fit result and vertical bands show the direct searches from LEP
(left) and Tevatron (right).
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Why is the luminosity required to be as high as 2 × 1034 cm−2s−1? First let’s
have a look at the quantities which could affect the luminosity. The luminosity is
defined by

L =
νN1N2

4πσxσy

, where ν is the bunch collision frequency, N1, N2 are the numbers of electrons or
positrons in the two bunches colliding to each other, σx, σy are the transverse widths
of the bunches, corresponding respectively to the horizontal and vertical directions.
High luminosity requires large N1 and N2, high bunch collision frequency, and small
beam cross sectional area σxσy. A more useful quantity is the integrated luminosity
which is defined by

∫
Ldt. The integrated luminosity in a year corresponding to the

luminosity 2× 1034 cm−2s−1 is 200 fb−1, counting effectively 107 seconds for a year.
The required luminosity is dependent on the cross sections of the physics processes
through which we can perform the designed measurements, and the precisions which
are need to achieve. Different measurements need different luminosity. Figure 1.3
shows the cross sections of typical physics processes at ILC as a function of centre
of mass energy [21]. Most of them fall like 1/s (characteristic of s-channel Feynman
diagram), where s is the square of the centre of mass energy. As indicated by
current simulation study [3], we need 250 fb−1 integrated luminosity to perform
a 2.7% percent level measurement of the branching ratio of Higgs decaying into
bb̄. And if we want to measure the top quark mass to the precision 100 MeV, the
required integrated luminosity should be as high as 500 fb−1. We will see, from
this study of Higgs Self-coupling, 2 ab−1 integrated luminosity would be needed for
a 4 σ significance ZHH events excess. The design luminosity which is as high as
2× 1034 cm−2s−1 can make all these measurement possible at ILC.

1.1.3 Reasons for an e+e− Linear Collider

Comparing to the last generation lepton colliders LEP and SLC, and the now oper-
ating hadron colliders Tevatron and LHC, the reasons for ILC are quite clear:

• For a circular collider, the synchrotron radiation rises as E4

Rm4 , where E is the
beam energy, R is the radius and m is the mass of colliding particle. Hadron
colliders like the Tevatron and LHC do not have severe synchrotron radiation
issues due to that the mass of proton is 1800 times larger than the mass of
electron. However, due to the small electron mass, LEP at 208 GeV was
radiating 3% of the beam energy per turn. If we build a 500 GeV circular
collider, without significantly increasing the radius, the synchrotron radiation
would be so high that the running costs would be too expensive. That is the
reason we chose a linear collider, which has no synchrotron radiation issues at
all, since R = infinity.

• The centre of mass energy is well determined in case of a lepton collider. In
a hadron collider such as LHC where the energy reach is much higher, the
effective centre of mass is determined by

√
s =
√

2x1x2Ebeam, where x1, x2 are
the fractions of the partons energies which are not constant for every event,
Ebeam is the beam energy. Instead in a linear collider, the centre of mass
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Figure 1.3: The cross sections for some real and possible processes at ILC energy
region.
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energy is determined by
√
s = 2Ebeam, though there is a small correction

due to the beamstrahlung. This feature makes the linear collider extremely
suitable for the investigation of exotic phenomena, such as those demonstrated
by the discovery of J/Ψ at SLAC [22] and precision measurements done at
LEP. Meanwhile, this feature offers an excellent environment for the threshold
physics, such as ZH threshold scan and tt̄ threshold scan.

• The Standard Model background-event rates at the Linear Collider are rel-
atively small, a feature which is often called ’cleanliness’. The electroweak
processes at a hadron collider are smaller by nine orders of magnitude than
the QCD hadronic background which is the dominant process at a hadron
collider. At ILC the rates for signal and background differ by only two orders
of magnitude: the environment is ’clean’.

• The polarization of electron can be adjustable. The baseline of ILC is capable
of producing electron beams with polarization of at least 80%. This feature
can be used to suppress the process such as W+W−, which usually is one of
the main background processes, to 20% of non-porloarized case.

1.1.4 Options

The baseline of ILC will be a 500 GeV e+e− collider. But depending on the results
of LHC and first stage of ILC, it is capable of several options:

• Without any big modification, the e+e− machine could be changed to a e−e−

machine[23], by adding a electron gun at the positron beam end. Some super
symmetry processes could benefit from this option [21].

• Using Compton scattering by an intense laser to the electron beam just a few
millimeters before reaching the interact point, we can produce a high energy
photon beam which is nearly following along the original direction of electron
beam. Then the machine could be changed to a photon collider (e−γ or γγ)
based on the e−e− option. The physics potential for a photon collider has been
widely discussed [24] and shown to be a good option for measuring the profile
of Higgs boson.

• By running the machine at Z Pole or W pair threshold, called GigaZ, foresees
the possibility of generating over 109 Z decays events and 106 W+W− scatter-
ing events, 100 times statistics larger then those collected on LEP, in less than
one year. These events may help us to measure the standard model processes
with a precise accuracy, which is crucial to offer the advancing test of standard
model and the clues to any new physics beyond standard model.

1.2 The International Large Detector ILD

The interact region of ILC is designed to host two detectors, which can be moved
into the beam position using a push-pull mechanism. Two detector concepts ILD [3]

8



Chapter 1 Introduction to the accelerator and detector

and SiD [4] have been validated to meet the physics requirements. In this section,
an introduction to the basic layout of ILD, which all the studies in this thesis are
based on, is presented. Also the designed performance will be covered.

1.2.1 Basic Layout of ILD

The proposed ILD concept, which is derived for the GLD [5] and the LDC [6]
detector concepts, is designed as a general multi-purpose detector. It can provide
excellent precision in spatial and energy measurement over a large solid angle. The
detail performance and design philosophy are summarized in the ILD Letter of
Intent(LoI) [3]. The ILD detector concept is shown schematically in Figure 1.4.
The main components of ILD are the following [3]:

Figure 1.4: View of the ILD detector concept. From the inside to the outside, the
detector components are: VTX, SIT, TPC, SET, ECAL, HCAL, Coil and Yoke. In
the forward region, FTD, ETD, LCAL, LHCAL and BCAL are shown.

• Vertex Detector (VTX) is a multi-layer pixel-vertex detector to measure the
precision vertex information. It is located in the inner most surrounding the
beams, with three cylindrical super-layers each comprising two layers. All
layers are equipped with arrays of pixel sensors. The pixel sensors are as thin
as 50 µm, providing a very good single point resolution of 2.8 µm over all
the sensitive VTX area. Once a particle with measurable life time decays in
the VTX area, the charged tracks from this particle will generate hit responses
while passing these layers. By using the hit information, we can reconstruct the
displaced vertices, which are also called secondary vertices (the primary vertex
is the interact point). These second vertices information are crucial for flavor
tagging. The VTX also plays an important role in the track reconstruction,
especially for low momentum particles which don’t reach the main tracker or
barely penetrate its sensitive volume because of the strong magnetic field of
the experiment, or due to their shallow production angle. The VTX design
is still evolving and there is another alternative option featuring 5 equidistant
single layers. Figure 1.5 shows the two design options.

9



Chapter 1 Introduction to the accelerator and detector

Figure 1.5: Vertex detector geometries of the two design options. Left: 5 single
ladders (VTX-SL). Right: 3 double ladders (VTX-DL).

TPC

Beam pipe

FTDSITVTXInner Support Structure

(ISS)

Adjustable support of 

ISS on TPC endflange

VXD supported by 

beam tube
Beampipe supported by cables 

from support structure

Cables/services
Bellows

(both sides)

Figure 1.6: Schematic view of the tracking system and of the sillicon tracking com-
ponents. The plot on the right shows a side-view of the inner silicon tracking system,
including the support structure.

• Silicon Tracking System is made of two sets of detectors. The first set is located
in the central barrel and is made of the Silicon Internal Tracker (SIT), between
the VTX and TPC, and the Silicon External Tracker (SET), between the TPC
and ECAL. The second set is located in the forward region and is constituted
of the Forward Tracking Detector (FTD) in the very forward region, and the
end cap Tracking Detector (ETD), providing a space point between the TPC
endplate and the calorimeter in the end cap region. The Silicon Tracking
System can give a very good track link between VTX and TPC, give a precise
entry point to ECAL after TPC and extend the tracking coverage almost to
4π. Along with the VTX and TPC, the Silicon Tracking System can offer
very good momentum resolution and tracking efficiency. Figure 1.6 shows the
components of Silicon Tracking System.

• The Time Projection Chamber (TPC) is the central tracker to measure the
momenta of charged particles, offering up to 224 space points per track. It is
mainly constituted of the barrel field cage which provides the electric field along
the axis direction, the gas in which the ionization signals are generated when
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Figure 1.7: (left)Conceptual design of end plate for LCTPC. (right) View of the end
cap subdivision as used for the Large Prototype.

charged particles pass through it, and the end plates which collect and amplify
the electron signals drifted to it by the electric field. TPC presents a minimum
amount of material, as required by the precision momentum measurement
and the best calorimeter performance. The point resolution and the double-
hit resolution, which are moderate when compared to silicon detectors, are
compensated by continuous tracking. The TPC also provides dE/dx-based
particle identification capabilities. Figure 1.7 illustrates a conceptual design,
by the LCTPC collaboration [25] which is responsible for the design and for
the R&D, of the end plate and shows the end plate subdivisions used for the
Large Prototype.

• Electromagnetic Calorimeter (ECAL), outside of TPC and SET, is a sampling
calorimeter to measure the energy of electrons and photons through electro-
magnetic showering, with tungsten as absorber layers and silicon or scintil-
lator as active layers. It is constituted of the cylindrical barrel and two end
caps. The usage of tungsten (radiation length X0 = 3.5mm, Molière Radius
RM = 9mm and interaction length λI = 99mm) allows for a compact design
with a depth for roughly 24X0 within 20cm. To achieve an adequate energy
resolution, the ECAL is longitudinally segmented into around 30 layers and the
active layers are segmented into cells with a lateral size of 5− 10mm to reach
the required pattern recognition performance. Figure 1.8 shows the layout of
ECAL and layout of one module.

• Hadron Calorimeter (HCAL), outside of ECAL, is a sampling calorimeter to
measure the energy of hadrons such as π,K, n, p, etc... through hadronic
showering, with steel as absorber and scintillator tiles (analogue HCAL) or
gaseous devices (digital HCAL) as active medium. The overall structure of
HCAL follows the ”short barrel” concept, with two large end caps with about
the same outer radius as the barrel. The iron, as absorption material, with its
moderate ratio of hadronic interaction length (λI = 17cm) to electromagnetic
radiation length (X0 = 1.8cm) allows a fine longitudinal sampling in terms of
X0 with a reasonable number of layers in a given total hadronic absorption
length, thus keeping the detector volume and readout channel count small.
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Figure 1.8: Global layout of the ECAL (left) and layout of one module (right).

The R&D of ECAL and HCAL is carried out by CALICE collaboration [26].
Figure 1.9 shows the layout of HCAL and layout of one module.

Figure 1.9: Layout of the HCAL (left) and layout of one module (right).

• Forward Detectors are a set of special detectors in the very forward regions:
FTD, ETD, LumiCal, LHCal and BeamCal. FTD and ETD introduced in Sil-
icon Tracking System are used for forward tracking. Luminosity Calorimeter
(LumiCal) is a compact silicon-tungston sandwich electromagnetic calorime-
ter for the precise luminosity measurement by counting the Bhabha scattering
events. LHCal is a hadron calorimeter extending the coverage of the HCAL
endcaps to small polar angles. BeamCal is designed as a solid state sensor-
tungsten sandwich electromagnetic calorimeter for detecting the electron-positron
pairs originating from beamstrahlung, useful for bunch-by-bunch luminosity
estimate and the determination of beam parameters.

• The coil and return yoke, located outside of HCAL consist of the supercon-
ducting solenoid and the iron yoke. The superconducting solenoid provides
the 3.5T magnetic field parallel to the beam direction inside the magnet. The
strong magnetic field is crucial for precise momentum measurement of charged
particles, which not only has the benefit of large curvature but also of com-
pressing the transverse diffusion of drifting electrons in TPC. It is also useful
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Figure 1.10: The very forward region of the ILD detector.

for the separation of clusters generated by nearby charged and neutral par-
ticles in calorimeters. The iron yoke, instrumented with scintillator strips or
RPCs, returns the magnetic flux of the solenoid, and at the same time, serves
as a muon filter, muon detector and tail catcher. Figure 1.11 shows the cross
section of ILD magnet.

• Data Acquisition System (DAQ) is the system to process and store the data
recorded by detectors. It has to fulfill the the needs of a high luminosity,
high precision experiment, which can only be achieved by a substantially large
number of readout channels. Details of DAQ system are presented in the LoI
of ILD [3].

1.2.2 Performance of ILD

ILD detector concept can meet the requirements for an ILC detector [3]:

• Track reconstruction: The ILD tracking system provides highly efficiency
track reconstruction (∼ 99.5 %), even in a dense multi-jet environment.

• Momentum resolution: When hits in the TPC are combined with those
in Si tracking detectors, the asymptotic value of the momentum resolution is
σ1/pT ≈ 2× 10−5 GeV−1, as required.

• Impact parameter resolution: For either option for the VTX layout, the
required impact parameter resolution is achieved, with asymptotic values of
σrφ = 2µm and σrz = 5µm.

• Particle flow performance: A jet energy resolution of < 3.8 % is achieved
for jets in the energy range 40− 400 GeV. For the range of energies typical of

13



Chapter 1 Introduction to the accelerator and detector

Figure 1.11: Cross section of the ILD magnet.

much of the ILC physics, 80−200 GeV the jet energy resolutions is ≈3 %. The
performance does not depend strongly on the polar angle of the jet, except in
the very forward region.
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Chapter 2

Electroweak Standard Model and
Higgs Self-Couplings

In the past more than 2000 years, people never stop thinking about “what are the
basic constitutes of our universe, how do they constitute the very different kinds
of matter?”. We’ve been very impressed by the Atomic Theory of Democritus,
the famous ancient Greek philosopher, and the Theory of Five Elements in ancient
China. In the modern science, the knowledge of these questions are well represented
by the Dalton’s Atomic Theory and Mendeleev’s Periodic Table of Elements. Then
from about one century ago, people become more and more close to the answer
of elementary particles and their fundamental interactions, from the discovery of
electron by J. J. Tomoson in 1897 to the discovery of top quark by Fermi Lab in
1995. The proposed ILC is exactly on the road to quest the ultimate answers.

In this chapter, a brief introduction to the Standard Model (SM) of the elec-
troweak interaction and to the Higgs mechanism of electroweak symmetry breaking
will be presented. Then the motivation of Higgs self-coupling study and the ex-
perimental approach to measure the Higgs self-coupling at the future International
Linear Collider are discussed. In the final section, the structure of this thesis is
given.

2.1 Standard Model

The Standard Model of strong and electroweak interactions is so far the most suc-
cessful theory of elementary particles [27] [28], established between the late 60s
and early 70s of last century. In the SM, there are three generations of leptons
(e, µ, τ, νe, νµ, ντ ) and quarks (u, d, c, s, t, b), to constitute all of the matter, four
gauge bosons (γ,W,Z, g), to mediate the strong and electroweak interactions, and
one scalar particle (Higgs), to break the electroweak symmetry and give masses to
all of the elementary particles. The SM of strong interactions, known as Quantum
Chromodynamics (QCD) [27], is a SU(3)C gauge theory of colors of quarks. And
the SM of electroweak interactions, known as Glashow-Weinberg-Salam Model [28],
is a SU(2)L × U(1)Y gauge theory of weak left-handed isospin and hypercharge of
quarks and leptons. Detailed discussions of the SM could be found in the report
[29] and in the review [30], and in the references therein.
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2.1.1 Electroweak SM

The electroweak standard model is based on the gauge group SU(2)L × U(1)Y, with
the gauge fields W a

µ , a = 1, 2, 3, and Bµ for the SU(2)L and U(1)Y factors, respec-
tively, and the corresponding generators are T a, a = 1, 2, 3 and Y.

T a =
1

2
τa; τ1 =

(
0 1
1 0

)
, τ2 =

(
0 −i
i 0

)
, τ3 =

(
1 0
0 −1

)
(2.1)

The gauge coupling constants for SU(2)L and U(1)Y are g and g′. The left-handed

fermion fields of the ith generation fermion transforms as doublet Li =

(
νi
l−i

)
for

leptons and Qi =

(
ui
d′i

)
for quarks under SU(2)L, where d′i ≡

∑
j Vijdj, and V

is the Cabibbo-Kobayashi-Maskawa mixing matrix [31]. The right handed fermion
fields are SU(2)L singlets, eRi for lepton, and uRi, dRi for up and down type quarks.
Before spontaneous symmetry breaking, the Lagrangian for electroweak SM is

L = −1

4
W a
µνW

µν
a −

1

4
BµνB

µν (2.2)

+L̄iiDµγ
µLi + ēRiiDµγ

µeRi

+Q̄iiDµγ
µQi + ūRiiDµγ

µuRi + d̄RiiDµγ
µdRi

where the covariant derivative Dµ is defined by

Dµ = ∂µ − i(gTaW a
µ + g′

Y

2
Bµ) (2.3)

and W a
µν , Bµν are defined by

W a
µν = ∂µW

a
ν − ∂νW a

µ − gεabcW b
µW

c
ν (2.4)

Bµν = ∂µBν − ∂νBµ (2.5)

This Lagrangian is invariant under the local gauge transformation for fermion fields
and gauge boson fields:

L(x)→ L′(x) = eiαa(x)Ta+iβ(x)YL(x)
R(x)→ R′(x) = eiβ(x)YR(x)
~Wµ(x)→ ~Wµ(x)− 1

g
∂µ~α(x)− ~α(x)× ~Wµ(x)

Bµ(x)→ Bµ(x)− 1
g′
∂µβ(x)

(2.6)

The interaction between fermions and gauge bosons is specified by the minimal
coupling item in Eqn. 2.2

LI = ψ̄f iDµγ
µψf , (2.7)

here ψf represents fermion field.
Because the gauge boson mass term 1

2
M2

VWµW
µ and fermion mass term −mf ψ̄fψf ,

which are not invariant under the gauge transformation in Eqn. 2.6, will violate the
local SU(2)L × U(1)Y gauge symmetry, up to now we have to keep all the gauge boson
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fields and fermion fields massless. However, from the fact that the weak interaction
is a very short distance interaction, the mediated gauge boson should be very heavy;
this is just the opposite of the case for the electromagnetic interaction, which is a
long distance interaction with the mediated gauge boson being the massless photon.
And experimentally we indeed measured the masses of fermions and gauge bosons.
So there should be some mechanism to break the SU(2)L × U(1)Y gauge symmetry
and give masses to the fermion fields and gauge boson fields.

2.1.2 The Higgs Mechanism and Electroweak Symmetry Break-
ing

The simplest choice for this breaking is to use the so-called Higgs mechanism, where
the SU(2)L × U(1)Y electroweak gauge symmetry is spontaneously broken by intro-
ducing a complex SU(2)L doublet of scalar field Φ

Φ =

(
φ+

φ0

)
(2.8)

with hypercharge Yφ = +1. Then we need to add the scalar field part to the
electroweak SM Lagrangian (Eqn. 2.2)

LΦ = (DµΦ)†(DµΦ)− µ2Φ†Φ− λ(Φ†Φ)2 (2.9)

which is invariant under the locale gauge transformation in Eqn. 2.6. The first term
of Eqn. 2.9 is kinetic, and the potential part is

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (2.10)

Here, λ > 0 is required to make potential bounded from below. If µ2 > 0, the
potential has a minimum at < 0|Φ†Φ| >= 0, leading to a vacuum state which is still
symmetric and which will not break the electroweak symmetry. In turn, if µ2 < 0,
the potential has a minimum at

< Φ†Φ >0≡< 0|Φ†Φ|0 >=
−µ2

2λ
(2.11)

Though this constraint for vacuum is SU(2)L × U(1)Y symmetric, once one vac-
uum state is chosen, the Lagrangian 2.2 is not symmetric anymore. This is called
spontaneous symmetry breaking. After the breaking the neutral part of scalar field
Φ obtains a non vanishing vacuum expectation (we need still keep charged part
having no vacuum expectation to preserve the U(1)Q symmetry of electromagnetic
interaction)

< Φ >0≡< 0|Φ|0 >=

(
0
v√
2

)
, with v =

√
−µ2

λ
(2.12)

By choosing the unitary gauge, we can write the scalar field

Φ =
1√
2

(
0

v +H(x)

)
(2.13)
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The H(x) is called Higgs field.
We will see that, by introducing this scalar field to the kinetic term of Eqn. 2.9,

the gauge boson will obtain mass. From Eqn. 2.3

DµΦ = (∂µ − igTaW a
µ − g′

Y

2
Bµ)Φ (2.14)

=
1√
2

(
∂µ − i

2
(gW 3

µ + g′Bµ) − ig
2

(W 1
µ − iW 2

µ)

− ig
2

(W 1
µ + iW 2

µ) ∂µ + i
2
(gW 3

µ − g′Bµ)

)(
0

v +H(x)

)
then

(DµΦ)†(DµΦ) =
1

2
(∂µH)2 (2.15)

+
g2

8
(v +H)2|W 1

µ − iW 2
µ |2 +

1

8
(v +H)2|gW 3

µ − g′Bµ|2.

define the new fields W±
µ , Zµ and Aµ

W±
µ =

W 1
µ ∓W 2

µ√
2

, Zµ =
gW 3

µ − g′Bµ√
g2 + g′

2 , Aµ =
gW 3

µ + g′Bµ√
g2 + g′

2 (2.16)

there are terms in Eqn. 2.15

g2v2

4
W+
µ W

−µ,
1

8
v2(g2 + g′

2
)ZµZ

µ (2.17)

where W and Z have acquired masses, leaving A massless.

MW =
1

2
gv, MZ =

1

2
v
√
g2 + g′

2
, MA = 0. (2.18)

By introducing the scalar field to the potential Eqn. 2.10,

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 (2.19)

=
1

2
µ2(V +H)2 +

1

4
λ(v +H)4

= λv2H2 + λvH3 +
λ

4
H4 − λv4

4

A scalar particle Higgs (H) is predicted, with mass M2
H = 2λv2 = −2µ2. The

generation of fermion masses can be achieved by introducing the SU(2)L × U(1)Y

invariant Yukawa Lagragian

LF = −
∑
i

λeiL̄iΦeRi −
∑
i

λdiQ̄iΦdRi −
∑
i

λuiQ̄iΦ̃uRi + h.c. (2.20)

where Φ̃ = iτ2Φ∗ and λei, λui, λdi are Yukawa couplings respectively to leptons, up-
and down-type quarks. Take the electron part as example

LF = −λeL̄ΦeR + h.c. (2.21)

= − λe√
2

(ν̄e ēL)

(
0

v +H(x)

)
eR + h.c.

= − λe√
2

(v +H)ēLeR + h.c.
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And we know for fermion mass term

mφ̄fφf = mφ̄f (
1− γ5

2
+

1 + γ5

2
)φf (2.22)

= mφ̄RφL +mφ̄LφR (2.23)

So in the Lagragian Eqn. 2.21, the electron has acquired the mass me = λev√
2
. In the

same way, quarks acquired the masses mu = λuv√
2

, md = λdv√
2

.
The Higgs filed vacuum expectation value v is precisely determined through the

measurement of µ lifetime µ− → e−ν̄eνµ, which is a weak decay process, mediated
by W boson. The mass of the W boson can be determinde from the Fermi constant
Gµ [32] measured in this process

MW = (

√
2g2

8Gµ

)1/2. (2.24)

On the other hand, the W boson mass is related to the Higgs field vacuum expec-
tation value v from Eqn. 2.17, then we can extract the v

v =
1

(
√

2Gµ)1/2
≈ 246GeV (2.25)

Up to now, by introducing the Higgs Mechanism, gauge bosons W, Z and all
fermions have acquired masses. The electroweak SU(2)L × U(1)Y gauge symmetry
is broken to U(1)Q gauge symmetry of electromagnetic interaction with conserved
charged Q = T3 + Y

2
. Under the unitary gauge, the three goldstone bosons generated

in the spontaneous breaking are has been replaced by the physical bosons W±, Z as
longitudinal polarization degree of freedom. No additional particles are introduced
except one scalar particle Higgs, which is the untested part in SM. For the end of
this section, parts of the Lagrangian of electroweak SM after spontaneous symmetry
breaking are given.

• For the fermion fields, including the interactions with gauge bosons and Higgs

LF =
∑
i

ψ̄i(γ
µ∂µ −mi −

gmiH

2MW

)ψi (2.26)

− g

2
√

2

∑
i

ψ̄iγ
µ(1− γ5)(T+W+

µ + T−W−
µ )ψi

−e
∑
i

qiψ̄iγ
µψiAµ

− g

2cosθW

∑
i

ψ̄iγ
µ(giV − giAγ5)ψiZµ

where θW ≡ tan−1 g′

g
is the Weinberg angle, T± are the weak isospin raising

and lowering operators, e = sin θW is the positron electric charge, and the giV ,
giA are vector and axial vector couplings

giV = t3L(i)− 2qi sin θW (2.27)

giA = t3L(i) (2.28)
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where t3L(i) is the weak isospin of φi (+1
2

for ui and νi, −1
2

for di and ei), qi
is charge of φi in units of e.

• For the Higgs field, and the couplings to fermions and gauge bosons

LH =
1

2
(∂µH)2 − 1

2
M2

HH
2 − λvH3 − λ

4
H4 (2.29)

−
∑
i

gmi

2MW

Hψ̄iψi

+
g2v

2
HW+

µ W
−µ +

(g2 + g′2)v

4
HZµZ

µ

+
g2v2

4
H2W+

µ W
−µ +

(g2 + g′2)v2

8
H2ZµZ

µ.

• For the gauge bosons

LB = MWW
+
µ W

−µ +
1

2
ZµZµ (2.30)

+ kinetic terms of gauge fields

+ trilinear interactions terms involving AW+W−, ZW+W−

+ quadrilinear interactions terms involving AAW+W−,

AZW+W−, ZZW+W−,W+W−W+W−.

2.2 Higgs Self-Couplings

There are two pillars in Standard Model, one is the gauge symmetry and the other
is symmetry breaking and mass generation. The first pillar is well established by
the precision measurements done at SLC, LEP and Tevatron in the last decade of
last century. However, the second pillar is still untested. The running accelerators
Tevatron and LHC would give some clues to this pillar. But they are not enough to
fully understand the nature of electroweak symmetry breaking, to achieve which we
need measure the precise profiles of Higgs boson once it is discovered. Among these
profiles, we are especially interested in:

• the precise Higgs mass, width and spin,

• the Yukawa couplings of Higgs to different fermions, especially top Yukawa
coupling,

• the couplings between Higgs and gauge bosons,

• the Higgs self-couplings,

• the CP property of Higgs.

The capabilities of LHC and ILC in covering these profiles will be completely com-
plementary summarized in the report by LHC/LC study group [33]. One aspect of
these profiles, the Higgs self-coupling, is the topic of this thesis. In this section, we
will give an introduction to the Higgs self-coupling in the SM, then follow by the
experimental approach of Higgs self-coupling measurement at LHC and ILC.
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2.2.1 Higgs Potential in SM

As introduced in the previous section, the Higgs Potential is given as part of the SM
Lagrangian in Eqn. 2.29

V (H) =
1

2
MHH

2 + λvH3 +
1

4
λ̃H4 (2.31)

where H is the physical Higgs field and in the SM we have λ = λ̃ =
M2
H

2v2
, which could

be different in other models. Measuring the shape of Higgs potential is a decisive
demonstration of Higgs Mechanism, which is responsible for the electroweak sym-
metry breaking. There are three terms in the Higgs potential, the first is Higgs mass
term; the second term is a trilinear Higgs self interaction; the third term is a quartic
Higgs self interaction. Considering that all the interactions discovered up to now
are gauge interactions, the second and third terms predict non-gauge interactions,
which would be a completely new type of interaction. To fully understand the shape
of Higgs potential, we need to measure these three terms respectively. The mass
term is possible to first be measured at LHC and then precisely determined at ILC.
The quartic Higgs self-coupling turns out to very difficult to be measured at both
LHC and ILC due to the very small cross section of three Higgs bosons production
(less than 0.001 fb). So it becomes very important to investigate the possibilities of
measuring the trilinear Higgs self-coupling.

On the other hand, the Higgs Mechanism in the Standard Model is the simplest
choice achieving the spontaneous symmetry breaking. There exist several extended
Higgs theories, such as the Two Higgs Doublet Model (THDM), or the Minimal
Supersymmetric extension of Standard Model (MSSM). However, the trilinear Higgs
self-coupling in these models could be very different [34]. A large deviation in the
trilinear Higgs self-coupling from the SM value can be a common feature of the
Higgs sector with the strong first order electroweak phase transition [35], which is
required for a successful scenario of electroweak baryogenesis [36]. Therefore, the
measurement of the trilinear Higgs self-coupling at collider experiments can be an
important probe into such a cosmological scenario. The oneloop contributions to
the trilinear Higgs self-coupling can also be very large in the model with sequential
fourth generation fermions [37]. Thus the precision measurement of trilinear Higgs
self-coupling could directly reveal the nature of extend Higgs sector.

At LHC, the possibilities of measuring Higgs self-couplings have been studied in
several papers [38]. Recalling the conclusion, for the Higgs mass > 140 GeV, W+W−

being the main decay mode of the Higgs, it is possible to measure the trilinear Higgs
self-coupling to the precision of 30% taking advantage of the semi-leptonic decay
of the W. However, for a light Higgs of mass below 140 GeV, Higgs mainly decays
into bb̄, it is impossible to make a sensible trilinear Higgs self-coupling measurement
with the huge background from QCD processes at LHC.

2.2.2 Measuring the Higgs self-coupling at ILC

At ILC, benefitting from the much cleaner background, it would be possible to
measure the Higgs self-coupling, for a light Higgs, to a sensitive level assuming a
reasonable integrated luminosity. The measurement of trilinear Higgs self-coupling
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Chapter 2 Electroweak Standard Model and Higgs Self-Couplings

can be carried out at ILC through two leading processes: double Higgs-strahlung
process e+ + e− → ZHH [39] and WW fusion process e+ + e− → νν̄HH [40], which
are shown in Figure 2.2 and Figure 2.3. The former is expected to be dominant
around the center of mass energy of 500 GeV and the latter to take over at higher
energy. Figure 2.1 shows the cross sections of these two processes as a function of
the center of mass energy. However, in both cases, as shown in Figure 2.2 and Figure
2.3, there exist the irreducible Feynman diagrams which have the same final-state
particles which don’t contain the Higgs self-coupling. The interferences between
the interested Higgs self-coupling related diagrams and these irreduciable diagrams
make the measurement of Higgs self-coupling more complicated. The cross sections
of e+ +e− → ZHH and e+ +e− → νν̄HH as a function of the Higgs self-coupling, can
be formulated as σ = aλ2 + bλ + c, where constant a comes from the contribution
of Higgs self-coupling diagram, c comes from the contribution of the irreducible
diagrams, b comes from the contribution of the interference between them, σ is the
cross section and λ is the Higgs self-coupling. These functions are shown in Figure
2.4 assuming the Higgs mass of MH = 120 GeV. At the value of standard model
Higgs self-coupling, its precision is determined to be 1.8 times of the precision of
e+ + e− → ZHH cross section at 500 GeV,

δλ

λ
= 1.8

δσ

σ
. (2.32)

The factor will be 0.85 in case of e+ + e− → νν̄HH at 1 TeV,

δλ

λ
= 0.85

δσ

σ
. (2.33)

In this thesis, we focus on the double Higgs-strahlung process e+ +e− → ZHH at
the center of mass energy of

√
s = 500 GeV and WW fusion process e+ + e− →

νν̄HH at
√
s = 1 TeV assuming the Higgs mass of MH = 120 GeV and the integrated

luminosity 2 ab−1. For e+ + e− → ZHH , depending on the different decay modes
of Z and H, which are shown in Figure 2.5, there are several methods to identify
the signal ZHH events. Table 2.2.2 shows several most promising combinations of
decay modes for e+ + e− → ZHH and their branching ratios. The full simulation
of the first three search modes are covered in chapters 4 − 6. Chapter 7 gives the
combined result of the full simulation. For e+ + e− → νν̄HH , there are two most
promising search modes. One is when both Higgs decay into bb̄, the other is when
one Higgs decays into bb̄ and the other decays into WW ∗. The fast simulation of
former is covered in chapter 8. Brief conclusions are presented in Chapter 9.

Table 2.1: Most promising modes for e+ + e− → ZHH

Decay Mode Z → H1 → H2 → Branching Ratio
1 ll̄ bb̄ bb̄ 3%
2 νν̄ bb̄ bb̄ 9%
3 qq̄ bb̄ bb̄ 31%
4 qq̄ bb̄ WW ∗ 13%
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Figure 2.1: The separate and combined production cross sections for the ZHH and
νν̄HH processes as a function of the center of mass energy [41]. The red line is for
the ZHH process, the blue line is for the νν̄HH fusion process and the green line is
for the combined result. The solid line is for the Higgs mass of 120 GeV and the
dashed line is for 180 GeV.

2.2.3 Previous Simulation Studies of the Higgs Self-coupling
Measurement at the e+e− Linear Collider

There are several simulation studies performed on ZHH channel [43] [44] [45][46] and
ννHH channel [47]. The analyses in these references have all used fast simulations
except [45], which used full simulation based on the LDC detector concept. For the
double Higgs strahlung process at 500 GeV, the analysis in [43] investigated both
qqHH and llHH decay modes of ZHH and obtained a precision of 10% on the ZHH
cross section and 18% on the Higgs self-coupling, assuming an integrated luminosity
2 ab−1. The analysis in [44] studied the qqHH mode of ZHH and obtained about
32% precision on the Higgs self-coupling, assuming 2 ab−1. However the error would
double if the final state gluon radiation is considered. The analysis [45] is a more
realistic simulation of the qqHH decay mode of ZHH, where much worse precision
on the ZHH cross section was obtained, about 180% assuming integrated luminosity
500 fb−1, corresponding to 90% for 2 ab−1. For the WW fusion process at 1 TeV,
analysis [47] obtained 12% precision on the Higgs self-coupling assuming 1 ab−1
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Figure 2.2: Feynman diagrams for double Higgs strahlung process e+ + e− → ZHH .
(a): involving trilinear Higgs self-coupling; (b), (c), (d): the irreducible diagrams.
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Figure 2.3: Feynman diagrams for WW fusion process e+ + e− → νν̄HH . (a):
involving trilinear Higgs self-coupling; (b), (c), (d): the irreducible diagrams.

integrated luminosity.
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Figure 2.4: The evaluation of cross section as a function of the Higgs self-coupling.
left: for e+ + e− → ZHH at 500 GeV; right: for e+ + e− → νν̄HH at 1 TeV. The
gHHH stands for the Higgs trilinear self-coupling and gHHH(SM)

stands for the standard model value, which is denoted by the vertical line.
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Figure 2.5: The decay branching ratio of SM Higgs as a function of its mass, from
Refs. [42]
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Chapter 3

Framework of Simulation and
Reconstruction

A simulation study can be divided into three main steps. First is the preparing
of generator, where the truth content of four momentum and helicity information
is given for all the initial and final particles. Second is the detector simulation,
where the effects of the detector on the final particles are presented. Third is the
event reconstruction, where the information of an event is reconstructed. Usually,
there are two types of simulation studies. One is called fast simulation, the other
is called full simulation. The main difference between them is the step of detector
simulation. In fast simulation, the interactions between detector and particles are
not really simulated; the true information of each particle is smeared with the de-
tector resolution. While in full simulation, each particle is followed through each
sub-detector where detailed signals are generated. These signals are input to the
reconstruction program in which the four momentum of each particle is estimated.

In this chapter, different frameworks used for full simulation and fast simulation
are introduced. The core tools in each framework are presented.

3.1 Full Simulation

Mokka [48] and Marlin [49] are the framework used in full simulation, which are
implemented with C++. The main components are as follows:

• Data Framework. STHEP [50] format is used as the output of generator and
input of detector simulation, which is a common output format for Monte
Carlo events in high energy physics, using the Particle Data Group numbering
scheme. LCIO [51] format is used by the following detector simulation, event
reconstruction and analysis. It is a persistency framework and event data
model for linear collider detector studies, organizing the information of an
event to several collections which can be accessed by all the simulation and
reconstruction algorithms.

• Generator. Most of the studies use Whizard [52] as the generator, which
is a program system designed for the efficient calculation of multi-particles
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scattering process cross sections and simulated event samples. Tree-level ma-
trix elements are calculated by calling three alternative external programs,
O’Mega [53], MadGraph [54] and CompHEP [55]. In this thesis, O’Mega is
used by default. The phase space integration is handled by VAMP [56], where
multi-channel parameterization is implemented. Parton showering is handled
by PYTHIA [57]. Beam width, beamstrahlung and initial state radiation are
considered in Whizard.

• Detector Simulator. Mokka is the detector simulator based on GEANT4 [58],
which is a toolkit for simulation of the passage of particles through matter. A
complete description of the ILD detector concept is implemented in Mokka.
The interactions between particles and each sub-piece of ILD are fully simu-
lated.

• Reconstruction and Analysis. Marlin is the modular application framework
for reconstruction and analysis. Every computing task is implemented as a
processor (module) in Marlin that analyzes data in an event and creates ad-
ditional output collections that are added into the event. MarlinReco [59] is
a software package of many different processors, such as track finding, cluster
reconstruction. Among all, three processors are especially important, particle
flow algorithm, flavor tagging and jet clustering.

3.1.1 Particle Flow Algorithm

At ILC, the separation of W and Z is an important part of the event selection
for many physics analyses. This requires that the di-jet mass resolution should be
comparable to the natural width of W and Z, σm/m < 2.7% ≈ ΓZ/mZ ≈ ΓW/mW .
In terms of jet energy resolution this requirement approximately corresponds to
σE/E < 3.8%. For a typical jet with energy of 80 ∼ 350 GeV, this sets requirement
on the calorimetric performance σE/E ≈ 30%/

√
E, where E is in units of GeV.

The traditional approach, where jet energy is obtained from the sum of energies
deposited in ECAL and HCAL, results a jet energy resolution usually greater than
60%/

√
E. At LEP, the best jet resolution was achieved by ALEPH equivalent

to σE/E ≈ 65%/
√
E using the Energy Flow [60] algorithm, whereby the energies

deposited in the calorimeters are removed according to the momentum of charged
particle track. This is still a factor of two worse than that required for ILC.

The ILD concept is designed based on the belief that particle flow calorimetry
provides the best way of achieving the jet energy resolution. The Particle Flow
approach extends the concepts of Energy Flow to a highly granular detector. In
contrast to a purely calorimetric measurement, Particle Flow calorimetry requires
the reconstruction of the four momentum of all visible particles in an event. The
reconstructed jet energy is the sum of energies of the individual particles. According
to the jet fragmentation information measured at LEP [61], on average, roughly 60%
of the jet energy is carried by charged particles (mainly hadrons), around 30% by
photons and about 10% by neutral hadrons (n, n̄ and KL). The momenta of charged
particles are measured in the tracking detectors, while the energy measurements for
photons and neutral hadrons are obtained from the calorimeters. In this manner,
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the HCAL is used to measure only ∼ 10% of the energy in the jet. The momentum
resolution of tracking system and energy resolution of ECAL are much better than
HCAL. It is therefore possible to achieve the jet resolution requirement for ILC
physics.

Though there are several particle flow algorithms developed for ILC [62], Pan-
doraPFA [63] is the most sophisticated and best performing algorithm, and is
used for ILD detector concept. Figure 3.1 shows the jet energy resolution for
Z → qq̄ (q = u, d, s) events plotted against the cosine of the polar angle of the gener-
ated qq̄ pair, cos θqq̄, for four different values of jet energy. Figure 3.2 shows the recon-
structed W and Z invariant masses, respectively from samples of W+W− → ud̄µ−ν̄µ
and ZZ → dd̄νν̄ at

√
s = 500 GeV. The output of PandoraPFA is a collection

of individual particles, each of which is called Particle Flow Object (PFO). This
collection is the basis of all the analysis.
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Figure 3.1: The jet energy resolution, defined as the α in σE/E = α
√
E/GeV,

plotted versus cos θqq̄ for four different jet energies [63].

3.1.2 Flavor Tagging Algorithm

Physics at ILC is expected to be rich in final states with heavy flavor jets. It is very
important to be able to distinguish b-jets from c-jets and light quarks (u, d, s) jets.
In a typical b jet containing a B hadron decay 5 mm from the interaction point,
resulting in a D hadron that decays, e.g., 3 mm further away, it is often possible to
reconstruct all three vertices from the tracks in the jet. So crucial for flavor tagging
is the high precision measurement of the tracks of charged particles in the inner
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Figure 3.2: Reconstructed invariant mass distributions for simulated ZZ → dd̄νν̄
(blue solid) and W+W− → ud̄µ−ν̄µ (black dashed) events as simulated in ILD
detector model, from Refs. [63].

most detector system, the Vertex Detector, permitting reconstruction of the decay
vertices of heavy flavor hadrons.

The LCFIVertex [64] package implements the algorithms for vertex finding, flavor
tagging and vertex charge identification. Nine artificial neural-nets (ANN) are used
to identify the flavour of jets: three ANN are used to tag b-jets depending whether
one, two or three or more vertices were found in a jet; another set of three ANN are
dedicated to tag c-jets also depending on the number of vertices found in the jet; the
last set of three ANN serves to tag c-jets in the presence of backgrounds containing
only b-quarks. The outputs of these neural-nets are respectively called b-likeness, c-
likeness and bc-likeness; typical results are shown in Figure 3.3. The flavour tagging
performance of ILD is studied through Z → qq̄ events. Two vertex geometries are
considered, three double-sided ladders (VTX-DL) and five single-sided (VTX-SL)
ladders (see Figure 1.5); results are shown in Figure 3.4.
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Figure 3.3: c tagging versus b tagging neural-net outputs for input samples consist-
ing purely of (a) b-jets, (b) c-jets and (c) light quark jets, from Refs. [64].

3.1.3 Jet Clustering

Based on the PandoraPFOs collection, a jet clustering algorithm is used to combine
all the particles into several jets. Such algorithm is iterative, beginning with a list
of jets that are just all the particles:

1. List of current jets.

2. For each pair of jets i and j, calculate the variable Yij, where Yij = M2(i, j)/s,
where M(i, j) is the invariant mass of jets i and j,

√
s is the center of mass

energy.

3. The pair i and j with the smallest value of Yij is combined as one jet. The
four momentum of the jet equals sum of the four momentum of jets i and j,
P µ = P µ

i + P µ
j .

4. Repeat the first step. When Yij is smaller than the pre-defined value Ycut,
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Figure 3.4: a) Flavour tagging performance of the ILD detector for 91 GeV Z →
qq̄ events for both the three double-sided ladders (VTX-DL) layout and with five
single-sided ladder layout (VTX-SL). Also shown for the VTX-DL is the impact of
background on the flavour tagging performance. b) Flavour tagging performance of
the ILD detector for 500 GeV Z → qq̄ events for the VTX-DL layout. In all cases
the acceptance corresponds to | cos θjet| < 0.95, from Refs. [3].

Yij < Ycut, or the number of current jets Nj is equal to the pre-defined number
of jets N0, Nj = N0, the iteration stops.

The Yij is a dimensionless variable and the above definition is commonly used, named
JadeE jet clustering algorithm. Another two definitions of Yij are also widely used.
One is called JADE jet clustering algorithm[65], where

Yij =
2EiEj(1− cos θij)

s
(3.1)

the other is is called Durham jet clustering algorithm [66], where

Yij =
2Min(E2

i , E
2
j )(1− cos θij)

s
. (3.2)

Ei and Ej are the energies of jets i and j, θij is the angle between them, Min(E2
i , E

2
j )

is the smaller one of E2
i and E2

j .
Durham jet clustering is used in the full simulation part, by forcing an event to

the fixed number of jets. Figure 3.5 shows the typical distribution of Y value for
four partons process ννbbbb and two partons process ννbb, where Y4→3 is the Y value
obtained when combining four jets to three jets, indicating that Y value can offer
discriminative power to events with different number of partons.

3.2 Fast Simulation

Fast simulation is based on the framework of JSF [67]. The Generator implemented
is Physsim [68], where helicity amplitudes are calculated by the HELAS library [69],
and the phase space integration is handled by BASES/SPRING [70]. Beam width,
beamstrahlung and initial state radiation are considered in Physsim. Parton show-
ering and hadronization are also carried out by PYTHIA. The detector simulation is
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Figure 3.5: The Y value output by Durham jet clustering algorithm, from four jets
to three jets. Red histogram denotes for ννbbbb events and blue one denotes for ννbb
events.

done by JSFQuickSimulator [71], where the geometry and performance of detector
concept GLD are implemented. For the reconstruction and analysis, the JadeE jet
clustering algorithm where Yij = M2(i, j)/s is used. B tagging is implemented by a
very simple algorithm, where the off-vertex tracks are counted as the flavour tagging
information.
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Chapter 4

Full Simulation of
e+ + e−→ l+l−HH→ l+l−bb̄bb̄ at 500
GeV

4.1 Signal and Backgrounds

In this search mode, the final state of a candidate signal event contains two isolated
charged leptons and four b quarks segmenting into four jets. In order to avoid
the complication of tau (τ) decays, only the electron (e) and muon (µ) modes are
considered for the charged leptons. Most of the signal events come from the e+ +
e− → ZHH process with a small fraction from the e+e−HH events through the ZZ
fusion. At 500 GeV, the cross section of e+ +e− → l+l−HH without the initial beam
polarization is 10.6 ab, assuming a Higgs mass of 120 GeV. This cross section is so
small that almost every kind of background could contaminate the signal. Though
we assume a very high integrated luminosity of 2 ab−1, the expected number of the
signal l+l−HH events is only 21.2, of which 9.5 events lead to l+l−bb̄bb̄ final states.

Because the b flavor tagging is very discriminative and there are four b jets in a
signal event, the backgrounds which have less than two b jets can be neglected. We
hence consider essentially all the standard model backgrounds having two or more b
jets. The cross section of all the considered background processes and the expected
number of events assuming the integrated luminosity of 2 ab−1 are shown in Table
4.1. The corresponding numbers of generated MC events are also shown there. In
the table, all the processes are labeled by the parton level final states, where u, d,
c, s, t and b denote the six species of quarks, q means the quarks lighter than c, l
means the charged lepton, ν means the neutrino. Notice that anti-quarks are denoted
by the same symbol as their corresponding quarks. Different processes having the
same label are merged. For example, the background process e+ + e− → bbcsdu
denotes both e+ +e− → bb̄cs̄dū and e+ +e− → bb̄c̄sd̄u and e+ +e− → lνbbqq denotes
e+ +e− → l+νlbb̄c̄s, e

+ +e− → l−ν̄lbb̄cs̄, e
+ +e− → l+νlbb̄ūd and e+ +e− → l−ν̄lbb̄ud̄.

The reason for treating these processes together is that they are very similar and
after parton showering and fragmentation, it’s very hard to tag the jet if it is from
quark or anti-quark, though sometimes we can take advantage of the vertex charge
information [72].
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After all, the expected number of the signal events is very small while background
is huge being about 104 times higher. It would be very challenging to suppress the
backgrounds effectively without losing too many signal events.

Table 4.1: The cross section and expected number of events for signal and back-
grounds without beam polarization at 500 GeV.

Process Cross Section (fb) Expected MC

e+ + e− → l+l−HH 0.0106 21.2 39827
e+ + e− → bbcsdu 115 230600 405727
e+ + e− → bbuddu 58.1 116200 231600
e+ + e− → bbcssc 57.8 115600 230701
e+ + e− → bbbbbb 0.0034 6.9 19998
e+ + e− → bbbb 11.8 23900 103401
e+ + e− → qqbb 91.8 183768 353715
e+ + e− → qqcc 51.7 103400 20672
e+ + e− → llbb 158 316000 2520954
e+ + e− → llcc 717 1434800 1611287
e+ + e− → lνbbqq 239 477600 397602
e+ + e− → llbbbb 0.0128 25.6 10924
e+ + e− → llbbH 0.0101 20.1 24000
e+ + e− → llqqH 0.0363 72.7 12000

4.2 Pre-selction

For the pre-selction, we first require there are two isolated oppositely charged leptons
and then force all the PFOs other than the two selected leptons to four jets and pair
the four jets to two Higgs boson candidates.

4.2.1 Isolated Lepton Selection

As mentioned in Chapter 3, an event is reconstructed as a collection of PFOs. From
these PFOs, isolated electrons and muons are identified. Each PFO contains the in-
formation from different sub-detectors, such as energies deposited in the ECAL and
HCAL. An electron deposits almost all the energy in ECAL while a muon deposits
very small fraction of its energy in both ECAL and HCAL. Other charged particles,
being mainly hadrons, deposit most of their energy in HCAL. These pieces of infor-
mation are used for electron and muon identification. The following two quantities
are checked for each PFO. One is the E(ecal)

E(total)
ratio, the other is the E(total)

P
ratio,

where E(total) = E(ecal) + E(hcal), E(ecal) and E(hcal) are the energies deposited
in ECAL and HCAL and P is the momentum.

• For electron identification, two samples of PFOs from the process e+ + e− →
e+e−HH are investigated by using MC truth information. One is the real
prompt charged electrons, and the other is all the charged PFOs other than
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the two prompt charged leptons. Figure 4.1 shows the distributions of the
above two quantities for these two samples, where the red histogram is for the
prompt electrons and the blue is for non-prompt charged PFOs. Since the red
and blue distributions are very different it is straightforward to find conditions
to these two quantities
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Figure 4.1: The distribution of E(ecal)
E(total)

(left) and E(total)
P

(right) for PFOs in sample

e+ + e− → e+e−HH. The red histogram is for prompt electrons and the blue one is
for other charged non-original PFOs.

e :

{
E(ecal)
E(total)

> 0.9

0.8 < E(total)
P

< 1.2
(4.1)

After these requirements, the mis-identified electrons are mainly from: (i)
charged pions, which become neutral pions through charge exchange interac-
tion with the nuclei inside ECAL, decaying into photons which deposit almost
all of their energies in ECAL; (ii) electrons from weak decays of b or c quarks,
such as b → cW− → ce−ν̄e; (iii) electrons from a Higgs boson decaying into
WW ∗ followed by a semi-leptonic W decay. Type (i) and (ii) mis-identified
PFOs usually have smaller momenta and more PFOs around them due to
parton showering and fragmentation than the prompt electrons. It is hence
possible to further reduce the mis-identification by using the cone energy. For
each PFO, define a cone with angle θ, around the momentum of that PFO
as shown in Figure 4.2, and sum up the energies of the other PFOs which
are inside this cone. This energy sum is called the cone energy. If only the
charged PFOs are considered, then the sum is called the charged cone energy.
The effect of bremsstrahlung tends to give the prompt electrons a sizable cone
energy. This makes the charged cone energy more discriminative to separate
the prompt electrons from the other PFOs. Figure 4.3 shows a scatter plot of
charged cone energy versus momentum of the PFOs from these two samples,
where the red points denote prompt electrons and the blue points denote the
remaining mis-identified non-prompt charged PFOs. By using Fisher classifi-
cation, we decided to impose

P − 0.25Econe > 12.6 GeV (4.2)
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θ
"p

Figure 4.2: Schematic view of a cone around a particle with momentum ~p. The cone
angle is θ.

where Econe is the charged cone energy and P is the momentum. To evaluate
the performance of electron identification, we defined the efficiency and purity

Efficiency =
Ntrue

⋂
id

Ntrue

, Purity =
Ntrue

⋂
id

Nid

, (4.3)

where Ntrue is the number of prompt electrons, Nid is the number of PFOs
which are identified as electrons, and Ntrue

⋂
id means the number of prompt

electrons passing the identification. The efficiency and the purity after each
requirement are shown in Table 4.2.

Table 4.2: Efficiency and Purity of electron identification after each requirement.
Ntrue Efficiency (%) Purity (%)

no cut 18846 100 4.16
E(ecal)
E(total)

> 0.9 18788 99.7 10.6

0.8 < E(total)
P

< 1.2 18375 97.5 26.3
P − 0.25Econe > 12.6 GeV 18024 95.6 89.3

• For muon identification, the strategy is very similar to the electron identifi-
cation. Samples for prompt muons and the other charged PFOs are from the
e+ +e− → µ+µ−HH process. The distributions of E(ecal)

E(total)
and E(total)

P
are shown

in Figure 4.4. The requirements to these two quantities are

µ :

{
E(ecal)
E(total)

< 0.5
E(total)

P
< 0.3

(4.4)

In this case, the mis-identified muons are mainly from: (i) charge pions which
have small momentum and do not reach HCAL, thereby having small energy
deposits in ECAL and HCAL; (ii) and (iii) are similar to the electron case,
namely from weak decays of b, c quarks and from Higgs decaying into WW ∗.
Also, the charged cone energy and momentum can be used to further reduce the
mis-identification. A scatter plot of the charged cone energy versus momentum
for the samples of prompt muons and the other non-prompt PFOs are shown
in Figure 4.5. We require

P − 0.1Econe > 17.1 GeV. (4.5)

The efficiency and the purity after each requirement are shown in Table 4.3.
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Figure 4.3: Scatter plot of charged cone energy versus momentum for PFOs in
sample e+ + e− → e+e−HH. Red points denote original electrons and blue ones
denote other charged non-original PFOs.

The angle of the cone in Figure 4.2 is expected to affect the performance of charged
lepton selection. To minimize the mis-identification, the value of the cone angle θ
is scanned from cos θ = 0.8 to cos θ = 1. At each value, while fixing the efficiency
for the prompt lepton identification to 98%, we looked at the efficiency of the other
charged PFOs being identified. The result is shown in Figure 4.6. The optimized
cone angle cos θ = 0.98 giving the minimal mis-identification efficiency is adopted.

For each event, at least two oppositely charged PFOs are required to be both
identified as electron or muon. If there are more than two PFOs identified, we
look at all the pairs which have opposite charge. The pair of which the invariant
mass is the nearest to the mass of Z, M(Z) = 91.18 GeV, is selected as the two
prompt charged leptons, effectively suppressing type (iii) mis-identification. As a

Table 4.3: Efficiency and Purity of muon identification after each requirement.
Ntrue Efficiency (%) Purity (%)

no cut 19498 100 4.26
E(ecal)
E(total)

< 0.5 18975 97.3 8.21
E(total)

P
< 0.3 18715 96.0 17.1

P − 0.1Econe > 17.1 GeV 18359 94.2 91.6
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e+ + e− → µ+µ−HH sample. The red histogram is for prompt muons and the blue
one is for the other charged PFOs.

loose requirement, the invariant mass of the two selected charged leptons M(l+l−)
should satisfy

|M(l+l−)−M(Z)| < 40 GeV. (4.6)

The distribution of M(l+l−) for the signal events after the above selection is shown
in Figure 4.7, where the Z resonance is clearly seen as expected. There are tails
in the low mass end for both electron and muon modes, due to the final state
radiations from the two charged leptons from a Z decay. The slight shift of the mass
distribution for the electron mode comparing to that of the muon mode is due to
bremsstrahlung from the electrons in the detector materials, though overwhelmed
by the final state radiation.

4.2.2 Jet Clustering and Jet Pairing

After the two charged leptons are selected, all the other PFOs are forced to four jets
by using the Durham jet algorithm. Then the four jets j1, j2, j3 and j4 are combined
to two pairs, each of which contains two jets. Among all the possible combinations,
the one which minimizes the χ2 is selected. The χ2 is defined by

χ2 =
(M(j1, j2)−M(H))2

σ2
H

+
(M(j3, j4)−M(H))2

σ2
H

(4.7)

where M(j1, j2) is the invariant mass of jets j1 and j2, M(H) is the nominal Higgs
mass, and σH is the Higgs mass resolution, which doesn’t affect the combination
here. The two jets pairs are reconstructed as two Higgs bosons. The order of the
two Higgs bosons are determined by the order of jets output from the jet clustering
algorithm. Usually a jet output earlier has a relatively larger momentum. While
pairing, M(j1, j2) and M(j3, j4) are required to satisfy loose cuts:

|M(j1, j2)−M(H)| < 80 GeV, |M(j3, j4)−M(H)| < 80 GeV. (4.8)
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Figure 4.5: Scatter plot of charged cone energy versus momentum for PFOs in the
e+ +e− → µ+µ−HH sample. Red points denote prompt muons and blue ones denote
the other charged PFOs.

4.3 Final Selection

The remaining signal and background events after the pre-selection are shown in
Table 4.4. All the backgrounds can be grouped into four: first one, called full
hadronic background, such as bbcsdu, bbuddu, bbcssc and bbbb, without leptons in
the parton level final states; second one, called jets-poor background, such as llbb
and llcc, only two partons with two leptons in the parton level final states; third
one, called semi-leptonic background, such as lνbbqq, with one charged lepton, one
missing neutrino and four partons in the parton level final states; the last one, called
the most signal-like background, such llbbbb and llbbH, with two charged leptons
and four partons in the parton level final states. Since the event topologies and the
amounts of contamination from these four groups are very different, it is not very
efficient if we use only one multivariate classification for the whole backgrounds.
Actually it is almost impossible to find any global minimum if we put together the
backgrounds with very different topologies and very different weights, considering
the limited MC statistics. Instead of one multivariate classification, the strategy
adopted is to use a separate multivariate classification to suppress the backgrounds
in each group.
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Figure 4.6: Optimization of cone angle using PFOs in the e+ + e− → e+e−HH
sample.

4.3.1 Full Hadronic Backgrounds

The full hadronic backgrounds, which mainly come from e+ + e− → tt̄, WWZ and
ZZ, are significantly suppressed by the pre-selection mainly due to the requirement
of two charged leptons. Even though, the number of remaining events is still much
larger than that of the signal. For these backgrounds, the selected charged leptons
must have come from the hadronization and decay, as a result of which the momenta
of the charged leptons should relatively be smaller and the cone energy relatively
larger. A natural strategy to further suppress them is to apply tighter cuts on the
cone energy and momenta of the two selected charged leptons. Figure 4.8 shows the
scatter plot of the total cone energy (Econe12) versus the total charged cone energy
(EconeCharge12) of the two leptons, and the distribution of the total momentum
(pLep1 + pLep2). Tighter requirements are imposed to further suppress the full
hadronic backgrounds, which is denoted as Cut1:

Cut1 :

{
Econe12 + 4EconeCharge12 < 60 GeV
pLep1 + pLep2 > 80 GeV

(4.9)

After these tighter requirements, the full hadronic backgrounds are almost com-
pletely eliminated, as indicated in Table 4.5

4.3.2 Jets-Poor Backgrounds

The jets poor backgrounds llbb and llcc, which mainly come from ZZ, ZZ∗, bb̄Z and
l+l−Z, are the dominant backgrounds after the pre-selection in Table 4.4. Though
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Table 4.4: The remaining signal and background events after the pre-selection with-
out beam polarization. The second line of signal llHH in parentheses denotes the
contribution of llbbbb decays from llHH.

Process before selection pre-selection

e+ + e− → llHH 21.2 17.4
(llbbbb) (9.5) (7.81)
e+ + e− → bbcsdu 230600 328.5
e+ + e− → bbuddu 116200 158
e+ + e− → bbcssc 115600 167
e+ + e− → bbbbbb 6.9 0.034
e+ + e− → bbbb 23900 99.4
e+ + e− → qqbb 183768 236
e+ + e− → qqcc 103400 40.0
e+ + e− → llbb 316000 12961
e+ + e− → llcc 1434800 12511
e+ + e− → lνbbqq 477600 8614
e+ + e− → llbbbb 25.6 8.75
e+ + e− → llbbH 20.1 17.0
e+ + e− → llqqH 72.7 61.2

Table 4.5: The remaining signal and full hadronic background events after tighter
cuts on the cone energy and momenta of charged leptons (as denoted by Cut1).

Process before selection pre-selection Cut1

e+ + e− → llHH 21.2 17.4 16.0
(llbbbb) (9.5) (7.81) (7.15)
e+ + e− → bbcsdu 230600 328.5 0
e+ + e− → bbuddu 116200 158 0
e+ + e− → bbcssc 115600 167 0
e+ + e− → bbbbbb 6.9 0.034 0
e+ + e− → bbbb 23900 99.4 0.23
e+ + e− → qqbb 183768 236 0
e+ + e− → qqcc 103400 40.0 0
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Figure 4.7: Invariant mass of the two selected charged leptons. Blue histogram is
for the electron mode of the signal e+ + e− → e+e−HH process; Green one is for the
muon mode of the signal e+ + e− → µ+µ−HH process.

there are only two partons in their parton level final states, due to the imperfection
of the jet clustering algorithm, they can be clustered to four jets and some of them
survived the mass constraints in Eqn. 5.3. To suppress these backgrounds while
keeping as many signal events as possible, one of the multivariate data analysis
methods, neural-net is used. The following discriminative quantities are included
for the neural-net training:

• Y value, which is given by the jet clustering algorithm, as introduced in Chap-
ter 3. Because there are only two partons for these jets poor backgrounds,
their Y values are relatively smaller than that of the signal events. Among all
the Y values, Y4→3 and Y3→2 turned out to be the most discriminative. The
distributions of Y4→3 and Y3→2 are shown in Figure 4.9, respectively denoted
by “yminus”and “yplus2”.

• Thrust, which is derived from the quantity

p =

∑
i |~pi · ~n|∑
i |~pi|

(4.10)

where ~pi is the momentum of a PFO, ~n is any possible unit vector |~n| = 1 and
the summation is over all the PFOs in each event. The thrust is defined to
be the maximum of p, and the corresponding ~n is called the axis of the event.
The thrust value reflects the anisotropy of an event, indicating if there is any

43



Chapter 4 Full Simulation of e+ + e− → l+l−HH→ l+l−bb̄bb̄ at 500 GeV

EconeCharge12 / GeV

0 20 40 60 80 100 120 140 160 180 200

E
c

o
n

e
1
2
 /

 G
e

V

0

50

100

150

200

250

300

Econe+4EconeCharge < 60 GeV

llhh(llbbbb)

bbcsdu,bbcssc,bbuddu,qqbb

PLep1+PLep2 / GeV

0 50 100 150 200 250

N
o

rm
a
li
z
e
d

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07
llhh(llbbbb)

bbcsdu,bbcssc,bbuddu,qqbb
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special direction favored by this event. Because these jets poor backgrounds
are mainly from two-body t-channel processes, most of the PFOs in each event
are very forward or backward. Their thrust is much closer to 1 than that of
the signal, which is from a three-body process. The axis of these backgrounds
is much closer to the beam direction than that of the signal. The distributions
of the thrust value and the polar angle of the thrust axis are shown in Figure
4.9, respectively denoted by “pthrust” and “cosaxis”.

• Reconstructed Z mass. Some of these backgrounds are from ZZ, Zγ, or γγ
fusion processes and from s-channel processes, where two charged leptons in
the final states are not from a Z decay. In this case, the reconstructed Z mass
does not peak at the nominal Z mass, as indicated by the flat part in the
distribution of the reconstructed Z mass in Figure 4.9, denoted by “mz”.

• The total number of PFOs. For this background, the total number of PFOs
is much smaller than that of the signal, because there are only two partons.
The distribution of this quantity is shown in Figure 4.10, denoted by “npfos”.

• The smallest number of PFOs in a jet. For the same reason, the smallest num-
ber of PFOs in a jet is much smaller than that of the signal. The distribution
of this quantity is shown in Figure 4.10, denoted by “npfomin”.

• The largest jet momentum when reconstructed as two jets. If we force the
PFOs other than the two selected charged leptons to two jets, the momenta
of these jets for the background will be relatively larger than signal. The
Distribution of this quantity is shown in Figure 4.10, denoted by “pjmaxjets2”.

• The largest angle between the reconstructed Z and the other two jets. Some
of these backgrounds come from e+ + e− → bb̄Z, where Z is radiated from
one of the two b partons. In this case, the Z is very close to one of the two
b jets. The distribution of this quantity is shown in Figure 4.9, denoted by
“cosjzmax2”.
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Figure 4.9: Discriminative quantities for the signal (blue) and the jets-poor back-
grounds llbb (red). The variable names are explained in the text.
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Figure 4.10: Discriminative quantities for the signal (blue) and the jets-poor back-
grounds llbb (red). The variable names are explained in the text.

These quantities are used as input variables by the MLP method in the TMVA
package [73]. A neural-net is trained for the signal and the llbb background. For the
neural-net training, additional statistically independent signal e+e−HH, µ+µ−HH
and background llbb samples are used. The weights for different processes are nor-
malized to the corresponding cross sections. The statistics of the training samples
are higher than 2 ab−1 for both the signal and the background. The neural-net
outputs and cut efficiencies for the signal and the background are shown in Figure
4.11. The llbb background is well separated by the neural-net output (MLPllbb).
A cut, MLPllbb > 0.62, is imposed to suppress the llbb background, denoted by
MLP1. Though the neural-net is trained for the llbb background, another jets-poor
background llcc is also significantly suppressed by this cut.

4.3.3 Semi-leptonic Backgrounds

The semi-leptonic backgrounds such as e−ν̄bb̄c̄s̄, e−ν̄bb̄ūd̄, and their corresponding
muon or tau modes, together with their conjugate modes, are mainly from tt̄ and
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Figure 4.11: (left): The neural-net output for the signal versus the llbb background,
where the blue histogram is for the signal and the red one is for llbb. (right): The
cut efficiencies for the signal and background at different cut values on neural-net
output, where the solid blue curve is for the signal and the red one is for llbb.

W+W−Z. After the pre-selection, they are the second dominant backgrounds, being
hundreds times more than the signal events. Unlike the jets-poor backgrounds, these
semi-leptonic backgrounds have four quarks, but only one prompt charged leptons.
We trained another neural-net to suppress these backgrounds by using the following
quantities:

• Visible energy and missing Pt. Because there’s one prompt neutrino in the
backgrounds, the visible energy is smaller and the missing Pt is larger for the
backgrounds than for the signal. The distributions of these two quantities are
shown in Figure 4.12, respectively, denoted by “evis” and “mpt”.

• Cone energy and momentum of the lower momentum selected charged lepton.
Because there’s only one prompt charged lepton in the backgrounds, the other
selected charged lepton must have originated from hadronization and decay,
which has larger charged cone energy and smaller momentum. The distribu-
tions of these two quantities are shown in Figure 4.12, respectively, denoted
by “econec2” and “plmin”.

• Reconstructed Z mass. The invariant mass of the two selected charged lep-
tons should be very different for the backgrounds, as indicated in Figure 4.13,
denoted by “mz”.

• The total number of PFOs. During parton showering, a b quark usually results
in more particles than light quarks. So the total number of PFOs for the
backgrounds is smaller than that of the signal. This information is independent
of the b tagging algorithm. The distribution of this quantity is shown in Figure
4.13, denoted by “npfos”.

• Reconstructed W mass. The four jets are ordered from the largest b-likeness to
the smallest. The backgrounds contain two b quark jets and two light quark
jets. The two light quarks are from a W decay. The invariant mass of the
3rd and 4th jets are reconstructed as the W mass. The distribution of this
quantity is shown in Figure 4.12, denoted by “massb34”.
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• Angle between two b jets. A large fraction of these backgrounds come from
tt̄, where the angle between two prompt b jets is relatively large. The angle
between 1st and 2nd jets are reconstructed as the angle between the two
prompt b jets. The distribution of this quantity is shown in Figure 4.12,
denoted by “cosbmax”.
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Figure 4.12: Discriminative quantities for the signal (blue) and the semi-leptonic
backgrounds lvbbqq (red). The variable names are explained in the text.
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Figure 4.13: Discriminative quantities for the signal (blue) and the semi-leptonic
backgrounds lvbbqq (red). The variable names are explained in the text.

Statistically independent llHH signal sample and the lvbbqq background samples
are used for the neural-net training. The statistics are higher than 2 ab−1 for both
the signal and the background. The neural-net outputs and cut efficiencies for
signal and background are shown in Figure 4.14. The lvbbqq background can well
be separated by the neural-net output (MLPlvbbqq). A cut, MLPlvbbqq > 0, is applied
to suppress the lvbbqq background, denoted by MLP2.
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Figure 4.14: (left): The neural-net output for the signal versus the lvbbqq back-
ground, where the blue histogram is for the signal and the red one is for lvbbqq.
(right): The cut efficiencies of the signal and background at different cut values of
the neural-net output, where the solid blue curve is for the signal and the red one
is for lvbbqq background.

4.3.4 Backgrounds with Same Final States

These backgrounds including llbbbb and llbbH mainly come from ZZZ and ZZH.
Though their cross sections are not as large as the previous backgrounds, they
have the same parton level final states as the signal, and, consequently, are more
difficult to suppress. The quantities used in the previous neural-nets are of little
use, requiring quantities related to the invariant mass and angular distributions to
suppress them. For this purpose yet another neural-net is trained using the following
quantities:

• Reconstructed Higgs mass. The two Higgs bosons masses should be the most
discriminative to separate these backgrounds. The distributions of these two
quantities are shown in Figure 4.16, respectively, denoted by “mh1” and
“mh2”.

• Reconstructed Z, H and Z, Z masses. In order to take maximal use of the
mass information, in addition to the two Higgs boson masses reconstructed
as from the signal process, the four jets are also paired as from the l+l−ZH
and l+l−ZZ processes. The reconstructed Z and Higgs masses in the case of
l+l−ZH pairing, though correlated with the two Higgs masses in the case of
l+l−HH pairing, can offer some additional discriminative power to suppress
the llbbH background. The distributions of these reconstructed Z and Higgs
masses are shown in Figure 4.16, respectively, denoted by “mzzh” and “mhzh”.
Similarly, the reconstructed two Z masses in the case of l+l−ZZ pairing are
useful to suppress the llbbbb background, distributions of which are shown in
Figure 4.16, respectively, denoted by “mz1zz” and “mz2zz”.

• t-channel characteristics. The processes e+ +e− → ZZZ and e+ +e− → ZZH
are dominated by diagrams stem from the t-channel process e+ + e− → ZZ,
with one more Z strahlung from the electron line or one more Higgs strahlung
from a Z, as shown in Figure 4.15. This feature makes the two Zs from emitted
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from the electron line ZZ move very fast and very forward. To effectively use
this information, each event is re-reconstructed as from ZZZ or ZZH, and
the boson candidate with the largest momentum among the three is identified
for the both hypotheses. The largest momentum and its polar angle reflect
the t-channel characteristics, distributions of which are shown in Figure 4.17,
respectively, denoted by “p1zzz” and “cos1zzz”in case of ZZZ, “p1zzh” and
“cos1zzh”in case of ZZH.

e+

e−

Z

Z

Z

e

e

e+

e−

Z

H

Z

e

Figure 4.15: Typical Feynman diagrams for e+ + e− → ZZZ (left) and e+ + e− →
ZZH(right).
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Figure 4.16: The discriminative quantities for the signal (blue) and the same final
states backgrounds llbbbb, llbbH (red). The variable names are explained in the text.

For the neural-net training, statistically independent llHH signal samples and the
llbbbb and llbbH background samples are used, with each sample having statistics
higher than 2 ab−1. The neural-net outputs and cut efficiencies for the signal and
backgrounds are shown in Figure 4.18. The llbbbb and llbbH backgrounds are not
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Figure 4.17: The discriminative quantities for the signal (blue) and the same final
states backgrounds llbbbb, llbbH (red). The variable names are explained in the text.

as well separated as the previous two backgrounds. A requirement to the neural-net
output MLPllbbbb > −0.52 is imposed to suppress the same final states background,
denoted by MLP3. Because the two Higgs masses are the most discriminative quanti-
ties in this neural-net, this cut is also effective to suppress all the other backgrounds.

MLP response

1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

N
o

rm
a

li
z
e

d

0

0.5

1

1.5

2

2.5

3 Signal

Background

MLP response

1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

N
o

rm
a

li
z
e

d

0

0.5

1

1.5

2

2.5

3

MLP output

1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

E
ff

ic
ie

n
c

y
 (

P
u

ri
ty

)

0

0.2

0.4

0.6

0.8

1

MLP output

1 0.8 0.6 0.4 0.2 0 0.2 0.4 0.6 0.8

E
ff

ic
ie

n
c

y
 (

P
u

ri
ty

)

0

0.2

0.4

0.6

0.8

1

Signal efficiency

Background efficiency

Signal purity

Signal efficiency*purity

S+BS / 

For 1000 signal and 1000 background

 isS+Bevents the maximum S / 

58.2766 when cutting at 0.0509

S
ig

n
if

ic
a

n
c

e

0

10

20

30

40

50

60

Figure 4.18: (left): The neural-net outputs for the signal and the llbbbb, llbbH
backgrounds, where the blue histogram is for the signal and the red one is for llbbbb
and llbbH. (right): The cut efficiencies for the signal and the background at different
cut values on the neural-net output, where the solid blue curve is for the signal and
the red one is for llbbbb, llbbH.

4.3.5 B tagging

Though the jets-poor backgrounds and the semi-leptonic backgrounds are signifi-
cantly suppressed by the neural-net, the number of remaining background events is
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still much larger than that of the signal. On the other hand, so far we have only
considered the backgrounds which contain at least two b quarks in the parton level
final states. Information of flavour tagging can be used to eliminate the backgrounds
with less than two b quarks, and further suppress the jets-poor and the semi-leptonic
backgrounds.

As introduced in Chapter 3, the flavor tagging is handled by the LCFIVertex
package. For each jet, three outputs (b-likeness, c-likeness and bc-likeness) are calcu-
lated. The signal mode is supposed to have four b jets. The b-likeness of the four jets
are investigated. To make the difference between the signal and the background more
significant, the four jets are ordered by the b-likeness from the largest to the smallest.
The distributions of the four b-likeness values are shown in Figure 4.19, denoted by
Bmax1, Bmax2, Bmax3 and Bmax4, where Bmax1 > Bmax2 > Bmax3 > Bmax4.
One can see that Bmax1 is usually large and Bmax4 is usually small for both the
signal and the backgrounds. Bmax2 and Bmax3 turn out to have the most discrim-
inative power. The following cuts on Bmax2 and Bmax3, denoted by B tagging, are
applied to suppress the backgrounds:

Bmax2 > 0.62, Bmax3 > 0.24. (4.11)
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Figure 4.19: Distributions of the four b-likeness values, top left for Bmax1, top right
for Bmax2, bottom left for Bmax3 and bottom right for Bmax4. Red histograms
are for the signal, blue ones for the semi-leptonic background lvbbqq, the green and
the yellow ones for the jets-poor backgrounds llbb and llcc, and pink ones for the
same final states background llbbbb.
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4.4 Results

The number of the signal and background events remained after the final selection
are shown in the reduction table 4.6 in the case of no beam polarization. As indi-
cated, most of the backgrounds are eliminated, such as full hadronic backgrounds,
semi-leptonic backgrounds and background without b parton, llcc. The remaining
backgrounds are from llbb, llbbbb, llqqH and llbbH, and 3.8 events in total. This is
to be compared with the 4.2 signal events that survived the final selection, with 3.9
events coming from llHH→ llbbbb.

Table 4.6: The reduction table for the signal and backgrounds after the final selec-
tion. The cuts names are explained in text.
Process before selection pre-selection Cut1 MLP1 MLP2 B tagging MLP3

llHH 21.2 17.4 16.0 11.8 11.4 5.40 4.24
(llbbbb) (9.50) (7.81) (7.15) (6.67) (6.54) (4.96) (3.92)

bbcsdu 230600 328.5 0 0 0 0 0

bbuddu 116200 158 0 0 0 0 0

bbcssc 115600 167 0 0 0 0 0

bbbbbb 6.9 0.034 0 0 0 0 0

bbbb 23900 99.4 0.23 0 0 0 0

qqbb 183768 236 0 0 0 0 0

qqcc 103400 40.0 0 0 0 0 0

llbb 316000 12961 7423 38.7 36.8 1.51 0.52

llcc 1434800 12511 7012 105 104 0 0

lνbbqq 477600 8614 975 554 70.1 1.00 0

llbbbb 25.6 8.75 7.57 4.56 4.54 3.35 0.63

llbbH 20.1 17.0 15.9 12.0 11.7 7.14 2.04

llqqH 72.7 61.2 57.4 38.5 37.8 2.02 0.65

4.4.1 Significance

Given the expected numbers of the signal and backgrounds events, NS = 4.2 and
NB = 3.9, the question is “what is the signal significance?”To be more precise,
there are two questions to ask and hence two kinds of signal significance. One is
how significantly we can observe the ZHH events, and the other is how significantly
we can observe the Higgs self interaction, or what precision we can get on the
Higgs trilinear self-coupling. For this llHH mode, the first question is going to be
answered. The second question will be discussed in Chapter 7, where three decay
modes of ZHH are combined.

The two kinds of signal significances can be defined as follows:

(i) excess significance. Assuming there’s only background, the p value is defined
as the probability of observing events equal to or more than the number of the
expected events, NS +NB:

p =

∫ ∞
NS+NB

f(x;NB)dx (4.12)

52



Chapter 4 Full Simulation of e+ + e− → l+l−HH→ l+l−bb̄bb̄ at 500 GeV

where f(x;NB) is the probability density function for the number of ob-
served events when only the background exists, with the expected number NB.
Here, the number of observed events is a Poisson random variable f(n;NB) =
e−NBNn

B

n!
, the p value is calculated as

p =
∞∑

n=NS+NB

f(n;NB) = 0.043 (4.13)

corresponding to the significance:

1− p =

∫ sσ

−∞
N(x; 0, 1)dx (4.14)

where N(x; 0, 1) is the normal gaussian probability density function. The
significance sσ is obtained 1.7σ. This definition of significance is called “excess
significance”. In the large statistics limit where if f(x) becomes gaussian, this
definition leads to the familiar significance formula NS√

NB
.

(ii) measurement significance. Assuming both signal and background exist, the p
value is defined as the probability of observing events equal to or less than the
expected number of background events:

p =

∫ NB

−∞
f(x;NB +NS)dx. (4.15)

In this case, p = 0.089, corresponding to the significance of 1.3σ. This defini-
tion of significance is called “measurement significance”. In the large statistics
limit where if f(x) becomes gaussian, this definition leads to the familiar sig-
nificance formula NS√

NS+NB
.

4.4.2 Effects of Beam Polarization

As described in chapter 1, the electron beam can be polarized to 80% and the
positron beam can be polarized to 30% at ILC. The different beam polarizations
can enhance or suppress cross sections. The result shown above is in the case of
no beam polarization. Additional two cases of beam polarization are checked to see
the effect on signal significance: left handed polarization combination P(e−, e+) =
(−80%,+30%), which enhances the signal cross section, and right handed polar-
ization combination P(e−, e+) = (80%,−30%), which suppresses some background
cross sections. The results of the three beam polarization cases are shown in Ta-
ble 4.7. It turns out that the left handed polarization has the largest significances,
benefiting from the enhanced signal cross section.

4.4.3 Cut Optimization

The cuts used above on the neural-net outputs and b-likeness are optimized jointly,
to maximize signal significance, as shown in Figure 4.20. The third largest b-likeness
and the neural-net output for the same final state backgrounds are the most sensitive
to the significance.
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Table 4.7: The remaining signal and background events for the three different po-
larization cases.

Final selection no polarization left handed right handed

llHH 4.24 6.39 4.14
Background 3.84 6.74 3.00

significance (i) 1.7σ 2.1σ 1.9σ
significance (ii) 1.3σ 1.7σ 1.4σ

llbb 0.52 1.22 0.30
llbbbb 0.63 1.23 0.31
llbbH 2.04 3.25 1.80
llqqH 0.65 1.07 0.59
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Figure 4.20: (left): The optimization of the cut on the third largest b-likeness
Bmax3, denoted in the figure by “bmax3”. (right): The optimization of the cut on
the neural-net output for the same final state backgrounds llbbbb and llbbH.

4.4.4 Error on the expected numbers of signal and back-
ground events

Due to the limitation of MC statistics, there remain errors on the expected number
of signal and background events after the final selection. For each process, let us
assume the numbers of MC generated events before any selection and after the final
selection are M0 and M , and the expected number of events for that process is N0.
After the final selection, the expected number of observed events is N = N0M

M0
, and

hence the error on N is δN = N0

M0
δM = N0

M0

√
M =

√
N0

M0

√
N . The relative error is

δN

N
=

√
N0

M0

1√
N
. (4.16)

The relative error decreases as the square root of the MC sample size M0. For
instance, if N = 5 and we want a relative error δN

N
= 10%, then we need M0 = 20N0,

that means the MC size should be 20 times of the expected number. However, for
full simulation, it is not trivial to generate big enough MC samples. Typically, to
generate a fully simulated event, it takes 1.5 minutes for detector simulation and
another half minute for reconstruction. Table 4.8 shows the current errors on the
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expected numbers of signal and background events in the case of the left handed
polarization, where the largest error comes from llbb.

Table 4.8: The expected numbers of the remaining signal and background events
with errors in the case of the left handed polarization.

Final selection left handed

llHH 6.39± 0.10
Background 6.74± 0.35

llbb 1.22± 0.32
llbbbb 1.23± 0.10
llbbH 3.25± 0.09
llqqH 1.07± 0.04

4.4.5 Summary of the llHH mode

In the search mode e+ + e− → l+l−HH, assuming a Higgs mass of 120 GeV and
an integrated luminosity of 2 ab−1 with the left handed beam polarization, it is
expected to observe 6.4 signal events with 6.7 backgrounds events, corresponding to
a ZHH excess significance of 2.1σ and a ZHH cross section measurement significance
of 1.7σ.
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e+ + e−→ νν̄HH → νν̄bb̄bb̄ at 500
GeV

5.1 Signal and Backgrounds

In this search mode, the final state of a candidate signal event contains two missing
neutrinos and four b quarks fragmenting into four jets. The three types of neutrinos
νe, νµ and ντ are considered together. Most of the signal events come from the
e+ + e− → ZHH process with only a small fraction of νeν̄eHH events from the WW
fusion process. At 500 GeV, the cross section of e+ + e− → νν̄HH without beam
polarization is 33.8 ab, assuming the Higgs mass of 120 GeV. Though this cross
section is about three times that of the llHH mode, it is still much smaller than
those of most background processes. Corresponding to the integrated luminosity of
2 ab−1, the expected number of signal νν̄HH events is 67.7, of which 30.2 events
lead to the νν̄bb̄bb̄ final states.

Backgrounds having at least two b quarks are considered. The cross sections of all
the considered background processes and the expected numbers of events assuming
the integrated luminosity of 2 ab−1 are shown in Table 5.1. The corresponding
numbers of generated MC events are also shown there. All the processes are labeled
by their parton level final states.

5.2 Pre-selction

As for the pre-selction, conversely to the llHH mode, we first require there be no
isolated charged leptons and then force all the PFOs to four jets and pair the four
jets to two Higgs boson candidates.

5.2.1 Isolated Lepton Identification

The criteria for electron and muon identification are the same as used in Eqn. 4.1
and 4.4. However, the criteria of isolation requirements are slightly different from
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Table 5.1: The cross sections and expected numbers of events for the signal and
backgrounds without beam polarization at 500 GeV.

Process Cross Section (fb) Expected MC

e+ + e− → νν̄HH 0.0338 67.7 45000
e+ + e− → bbcsdu 115 230600 405727
e+ + e− → bbuddu 58.1 116200 231600
e+ + e− → bbcssc 57.8 115600 230701
e+ + e− → bbbb 11.8 23900 414165
e+ + e− → qqbb 91.8 183768 353715
e+ + e− → llbb 158 316000 610502
e+ + e− → ννbb 75.0 150000 30001
e+ + e− → eνbbqq 79.6 159200 242851
e+ + e− → µνbbqq 79.6 159200 241777
e+ + e− → τνbbqq 79.6 159200 1815503
e+ + e− → ννbbbb 0.0252 50.5 30000
e+ + e− → ννbbH 0.0300 60.0 23670

Eqn 4.2 and 4.5. In this search mode, the isolated lepton rejection is mainly used to
suppress the semi-leptonic backgrounds lνbbqq. So the electron and muon isolation
requirements here are optimized to discard eνbbqq and µνbbqq events, respectively,
as shown in Figure 5.1 and 5.2. The isolation requirement for electron is

P − 0.55Econe > 19.8 GeV (5.1)

and that for muon is
P − 0.24Econe > 22.3 GeV. (5.2)

Together with the requirements Eqn. 4.1 for electron and Eqn. 4.4 for muon, about
80% of prompt electrons from eνbbqq and prompt muons from µνbbqq are identified,
while about 10% of the signal ννHH events are left with one or more isolated charged
leptons. After the requirement that there should be no isolated charged lepton, 80%
of the eνbbqq and µνbbqq events are eliminated with 90% of the signal events kept.

5.2.2 Jet Clustering and Jet Pairing

Following the no-isolated-charged-lepton requirement, all the PFOs are forced to
four jets by using the Durham jet clustering algorithm. Then the four jets j1, j2,
j3 and j4 are combined to two pairs. Among all the possible combinations, the one
which minimizes the χ2 (Eqn. 4.7) is selected. The two jet-pairs are reconstructed
as two Higgs bosons, respectively, with invariant masses M(j1, j2) and M(j3, j4). In
pairing, loose cuts on the M(j1, j2) and M(j3, j4) are applied:

|M(j1, j2)−M(H)| < 80 GeV, |M(j3, j4)−M(H)| < 80 GeV. (5.3)

5.2.3 B tagging requirement

In this search mode, a tight b tagging requirement is used in the pre-selection: at
least three jets have to have the b-likeness no less than 0.3. Consequently, shown in
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Figure 5.1: Scatter plot of the charged cone energy versus the momentum for PFOs
in the ννHH and eνbbqq samples. Red points are prompt electrons from eνbbqq and
blue ones are charged PFOs from ννHH.

Table 5.2, the remaining signal events mainly come from ννHH→ ννbbbb.

5.3 Final Selection

The signal and background events after the pre-selection are shown in Table 5.2.
In general, the event selection strategy used for ννHH is similar to that for llHH.
The full hadronic backgrounds, such as bbcsdu, bbuddu and bbcssc are suppressed
by cuts on the missing energy and missing Pt (transverse momentum). However,
bbbb might be an important additional background because they are not significantly
suppressed by the b tagging. The jets-poor background ννbb turns out to be not
very important due to the tighter b tagging requirement. The τνbbqq background
is dominant, not only because they have missing neutrinos, but also because the
secondary vertex of the tau can make the b tagging requirement less effective. The
suppression of the same final state backgrounds ννbbbb and ννbbH is almost the
same as in the llHH mode.
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Figure 5.2: Scatter plot of the charged cone energy versus the momentum for PFOs
in the ννHH and µνbbqq samples. Red points are prompt muons from µνbbqq and
blue ones are charged PFOs from ννHH.

5.3.1 Full Hadronic Backgrounds

The full hadronic backgrounds, bbcsdu, bbuddu, bbcssc, qqbb and bbbb, mostly come
from e++e− → tt̄, WWZ and ZZ. They are not significantly suppressed by the pre-
selection other than the b-tagging. Because there are two prompt missing neutrinos
in the signal events, the visible energy and missing Pt can offer the discriminative
power. Figure 5.3 shows the scatter plot of missing Pt (MissPt) and visible energy
(Evis) for the signal and the full hadronic backgrounds. Using Fisher classification,
we decided to require

Evis− 0.83MissPt < 350 GeV. (5.4)

In addition, because the signal event has two missing neutrinos from the Z decay,
missing energy is required to be greater than missing momentum, MissE > MissPt.
The full hadronic backgrounds are significantly suppressed by these two cuts, which
are denoted by Cut1, as shown in Table 5.3. However, the numbers of remaining
bbbb and qqbb background events are still very large. Their further suppression is
carried out by a neural-net as described in the following section.
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Table 5.2: The numbers of the signal and background events after pre-selection
without beam polarization. The second line for the ννHH signal in parentheses
show the contribution of ννbbbb decaying from ννHH.

Process before selection pre-selection

e+ + e− → ννHH 67.7 22.9
(ννbbbb) 30.2 21.7
e+ + e− → bbcsdu 230600 10775
e+ + e− → bbuddu 116200 1526
e+ + e− → bbcssc 115600 10028
e+ + e− → bbbb 23900 13857
e+ + e− → qqbb 183768 12546
e+ + e− → llbb 316000 3109
e+ + e− → ννbb 150000 4015
e+ + e− → eνbbqq 159200 1301
e+ + e− → µνbbqq 159200 1289
e+ + e− → τνbbqq 159200 13327
e+ + e− → ννbbbb 50.5 33.2
e+ + e− → ννbbH 60.0 29.4

Table 5.3: The numbers of the signal and the full hadronic background events after
requiring Evis− 0.83MissPt < 350 and MissE > MissPt, denoted by Cut1.

Process before selection pre-selection Cut1

e+ + e− → ννHH 67.7 22.9 21.8
(ννbbbb) 30.2 21.7 20.7
e+ + e− → bbcsdu 230600 10775 120
e+ + e− → bbuddu 116200 1526 19.1
e+ + e− → bbcssc 115600 10028 139
e+ + e− → bbbb 23900 13857 1369
e+ + e− → qqbb 183768 12546 1827
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Figure 5.3: Scatter plot of missing Pt versus visible energy for the signal (red) and
the full hadronic backgrounds (blue).

5.3.2 Jets-Poor Backgrounds

The jets-poor background here refers to ννbb, which mainly comes from ZZ, ZZ∗,
bb̄Z and νν̄Z. Due to the much tighter b tagging in this search mode, the con-
tamination from the ννbb background is not as significant as from llbb in the llHH
mode. Instead of neural-net training, several cuts are employed to suppress this
background:

• The number of PFOs in each jet is at least 8, npfosmin >= 8.

• The Y4→3 value is required to be greater than 0.002, Y4→3 > 0.002.

• The invariant mass of all the PFOs, equivalent to the invariant mass of two
Higgs bosons, denoted by “mhh”, is required to be greater than 200 GeV,
mhh > 200. This cut is to suppress the νν̄Z contribution of ννbb, where the
invariant mass of all the PFOs should be equal to the mass of the Z boson.

After these three requirements, which are denoted by Cut2, the ννbb background is
significantly suppressed, as shown in Table 5.4.

5.3.3 bbbb background

As mentioned above, the bbbb background is still very large after the missing energy
cut and that the b tagging is ineffective for this background. A neural-net is hence
trained to further suppress this, by using the following discriminative quantities:
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Table 5.4: The numbers of the signal and the ννbb background events after Cut2
explained in text.

Process before selection pre-selection Cut1 Cut2

e+ + e− → ννHH 67.7 22.9 21.8 19.5
(ννbbbb) 30.2 21.7 20.7 18.8
e+ + e− → ννbb 150000 4015 3920 30.0

• Visible energy and missing Pt. Because the cuts Eqn 5.4 is optimized for
bbcsdu, bbuddu and bbcssc backgrounds, the information of visible energy and
missing Pt can still be usefull. Distributions of these two quantities are shown
in Figure 5.4, respectively denoted by “evis” and “mpt”.

• Thrust. The bbbb background mainly comes from two body processes. Thrust
is much larger than that of the signal, as indicated in Figure 5.4, which is
denoted by “pthrust”.

• Reconstructed Z mass. The four jets are paired as from ZZ. Reconstructed
invariant masses of the two Z bosons are very discriminative. Distributions of
these two Z masses are shown in Figure 5.4, denoted by “mz1zz” and “mz2zz”.
The peaks of invariant masses are not at the true Z mass, because the criterion
Eqn 5.4 requires large missing energy, resulting in the shift of the invariant
mass toward the low end.

• Largest jet momentum of the four jets. The distribution of this quantity is
shown in Figure 5.4, denoted by “pjmax”.

evis

220 240 260 280 300 320 340 360 380 400

N
o

rm
a

li
z
e

d

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016
Signal

Background

evis

220 240 260 280 300 320 340 360 380 400

N
o

rm
a

li
z
e

d

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

mpt

20 40 60 80 100 120 140 160 180

N
o

rm
a

li
z
e

d

0

0.01

0.02

0.03

0.04

0.05

mpt

20 40 60 80 100 120 140 160 180

N
o

rm
a

li
z
e

d

0

0.01

0.02

0.03

0.04

0.05

pthrust

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95

N
o

rm
a

li
z
e

d

0

2

4

6

8

10

pthrust

0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95

N
o

rm
a

li
z
e

d

0

2

4

6

8

10

pjmax

60 80 100 120 140 160 180 200 220

N
o

rm
a

li
z
e

d

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

pjmax

60 80 100 120 140 160 180 200 220

N
o

rm
a

li
z
e

d

0

0.002

0.004

0.006

0.008

0.01

0.012

0.014

0.016

0.018

mz1zz

40 60 80 100 120 140 160 180

N
o

rm
a

li
z
e

d

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

mz1zz

40 60 80 100 120 140 160 180

N
o

rm
a

li
z
e

d

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

mz2zz

40 60 80 100 120 140 160 180

N
o

rm
a

li
z
e

d

0

0.005

0.01

0.015

0.02

0.025

0.03

mz2zz

40 60 80 100 120 140 160 180

N
o

rm
a

li
z
e

d

0

0.005

0.01

0.015

0.02

0.025

0.03

Figure 5.4: Discriminative quantities for the signal (blue) and the bbbb backgrounds
(red). The variable labels are explained in the text.

By using these quantities as input variables, a neural-net is trained for the signal
and the bbbb background after Cut1. For the neural-net, an additional statistically
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independent νν̄HH signal sample and bbbb background sample with statistics higher
than 2 ab−1 are used. The neural-net outputs and cut efficiencies for the signal and
the background are shown in Figure 5.5. The bbbb background is well separated
by the neural-net output (MLPbbbb). A cut, MLPbbbb > 0.6, is applied to further
suppress the bbbb background, which is denoted as MLP1. Though the neural-net is
trained for bbbb, the qqbb background is also significantly suppressed by MLP1.
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Figure 5.5: (left): The neural-net output for the signal versus the bbbb background,
where the blue histogram is for the signal and the red one is for bbbb. (right): The
cut efficiencies of the signal and background at different cut values on the neural-net
output, where the solid blue curve is for the signal and the red one is for bbbb.

5.3.4 Semi-leptonic Backgrounds

The semi-leptonic backgrounds including e−ν̄bb̄c̄s̄, e−ν̄bb̄ūd̄ and corresponding muon
and tau modes, and their charge conjugate modes, are mainly from tt̄ and W+W−Z.
The eνbbqq and µνbbqq processes are suppressed by the no-isolated-charged-lepton
requirement. However, as mentioned before, the τνbbqq processes, especially τνbbcs,
where the τ and c jets can be mis-tagged as b jets, comprises the dominant back-
ground. It is really challenging to suppress them effectively, considering the large
cross sections of these backgrounds. Another neural-net is thus trained for the
semi-leptonic backgrounds using the following quantities:

• Missing mass. For the signal, the missing invariant mass should be consistent
with a Z boson, though the line-shape is skewed by beamstrahlung, initial
state radiation and missing neutrinos from decays of heavy flavored hadrons.
The distribution of this quantity, denoted by “mz”, is shown in Figure 5.7.

• Largest momentum of charged leptons and its cone energy. After the pre-
selection, there are still some backgrounds with isolated electrons or muons
that survived Cut1. To use this information, the electrons and muons are
identified by the Eqn 4.1 and 4.4 without the isolation requirement and then
from all the electrons and muons so identified, the one with largest momentum
is selected. The momentum and the cone energy of this lepton can offer some
discriminative power to separate the backgrounds from eνbbqq, µνbbqq and
part of τνbbqq with the tau decaying into e or µ. Distributions of these two
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quantities are shown in Figure 5.6, denoted, respectively, by “plmax” and
“econlmax”.

• Largest momentum of charged PFOs and its angle to the nearest jet. Com-
plementary to the previous quantities about leptons, because some τ decays
into one charged energetic π, it is helpful to find the largest momentum of
all the charged PFOs. Such a charged π from τ tends to be isolated from
other particles. Distributions of these two quantities are shown in Figure 5.8,
denoted, respectively, by “pcmax” and “coscjmax”.

• Angle between two b jets as in the llHH mode. The distribution of this quan-
tity, denoted by “cosbmax”, is shown in Figure 5.7.

• The total number of PFOs as in the llHH mode. The distribution of this
quantity, denoted by “npfos”, is shown in Figure 5.8.

• Reconstructed W mass as in the llHH mode. The distribution of this quantity,
denoted by “mwtt4j”, is shown in Figure 5.6.

• Two invariant masses of reconstructed Higgs bosons. The distribution of these
two masses are shown in Figure 5.7 − 5.8, denoted by “mh1” and “mh2”.

• Quantities obtained by reconstructing the event as five jets from τνbbqq. The
jet which has the smallest number of PFOs is regarded as the τ jet, the two
out of the remaining four jets with the largest and second largest b-likeness
are taken as the two b jets. The left two jets are assumed to be from a W
decay. The W candidate and one of the two b jets are combined to form a top,
where we have two combinations. The reconstructed W mass, the top mass,
the τ mass, and the number of PFOs in the τ jet can offer some discriminative
power to separate the τνbbqq background. Distributions of these quantities
are shown in Figure 5.6 − 5.8, respectively, denoted by “mwtt5j”, “mt1tt5j”,
“mt2tt5j”, “mjminjets5” and “npminjets5”.

By using these quantities as input variables, yet another neural-net is trained
for the signal and the lνbbqq background. For the neural-net training, a statistically
independent νν̄HH signal sample and the lνbbqq background sample with statistics
higher than 2 ab−1 are used. The neural-net outputs and cut efficiencies for the
signal and the background are shown in Figure 5.9. The lvbbqq background is not
as well separated as bbbb and hence a tight cut (denoted by MLP1) on the neural-
net output (MLPlvbbqq) is necessary to significantly suppress the lνbbqq background:
MLPlvbbqq > 0.42.

5.3.5 Backgrounds with Same Final States

The llbbbb and llbbH backgrounds, coming from ZZZ and ZZH, have the same final
states as the signal. The strategy to suppress them is the same as that in the llHH
modes. The following quantities are used for the neural-net training, distributions
of which are shown in Figure 5.10 − 5.11:
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Figure 5.6: Discriminative quantities for the signal (blue) and the semi-leptonic
backgrounds lvbbqq (red). The variable names are explained in the text.

• Reconstructed Z and Higgs masses calculated with the νν̄ZH hypothesis, de-
noted by “mzzh” and “mhzh”.

• Two reconstructed Z masses with the νν̄ZZ hypothesis, denoted by “mz1zz” and
“mz2zz”.

• Quantities reflecting t-channel characteristics such as the largest momentum
of the three bosons reconstructed as from νν̄ZH, where the missing momen-
tum is reconstructed as from one Z boson, and the polar angle of the highest
momentum boson, denoted by “p1stzzh” and “cos1stzzh”. Similarly for the
νν̄ZZ hypothesis, we calculate the largest momentum “p1stzzz” and its polar
angle “cos1stzzz”.

For the neural-net training, a statistically independent ννHH signal sample and
ννbbbb, ννbbH background samples are used, each with statistics higher than 2 ab−1.
The neural-net outputs and the cut efficiencies for the signal and the backgrounds
are shown in Figure 5.12. A cut on the neural-net output, denoted by MLP3,
MLPννbbbb > −0.18 is applied to suppress the same final state backgrounds, .

5.3.6 B tagging

Similar to the b tagging in the llHH mode, the four jets are ordered in the descending
order of the b-likeness values: Bmax1, Bmax2, Bmax3 and Bmax4. For the pre-
selection, Bmax3 is required to be no less than 0.3, but now tighter cuts on Bmax3
and Bmax4 are imposed

Bmax3 + Bmax4 > 1.15 (5.5)
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Figure 5.7: Discriminative quantities for the signal (blue) and the semi-leptonic
backgrounds lvbbqq (red). The variable names are explained in the text.

5.4 Results

The numbers of the signal and background events remained after the final selection
are shown in Table 5.5 in the case of no beam polarization. As indicated, most
of the backgrounds, such as the full hadronic backgrounds bbcsdu, the jets-poor
background ννbb and the semi-leptonic backgrounds eνbbqq, are eliminated. The
remaining backgrounds are bbbb, τνbbqq, ννbbbb, and ννbbH, and amount to 3.5
events. This is to be compared with the 3.3 signal events that survived the final
selection, almost all of which come from ννHH decaying into ννbbbb.

5.4.1 Significance and Effects of Beam Polarization

The above result is for no beam polarization. The significance and the result for the
left-handed beam polarization are shown in Table 5.6. As with the llHH mode, the
left handed beam polarization gives a larger significance.

5.4.2 Cut Optimization

For the left handed beam polarization, the cuts used above on the neural-net outputs
and the b tagging are optimized jointly, to maximize the signal significance, as shown
in Figure 5.13.

5.4.3 Error on the expected numbers of signal and back-
ground events

As with the llHH mode, due to the limitation of MC statistics, there are errors
on the expected numbers of the signal and the background events after the final
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Table 5.5: Reduction table for the signal and backgrounds after the final selection.
The cut names are explained in the text. In the first line, Cut0 means the pre-
selection and “Expected”means the expected number of events before any selection.

Process Expected Cut0 Cut1 Cut2 MLP1 MLP2 MLP3 B tagging

ννHH 67.7 22.9 21.8 19.5 16.7 9.88 8.09 3.31
(ννbbbb) 30.2 21.7 20.7 18.8 16.1 9.66 7.92 3.30

bbcsdu 230600 10775 120 119 21.6 5.12 5.12 0

bbuddu 116200 1526 19.1 18.1 2.51 0 0 0

bbcssc 115600 10028 139 136 23.0 4.00 4.00 0

bbbb 23900 13857 1369 1045 12.7 3.80 2.66 0.86

qqbb 183768 12546 1827 968 33.8 13.5 13.5 0

llbb 316000 3109 145 7.69 0.53 0 0 0

ννbb 150000 4015 3920 30.0 20.0 0 0 0

eνbbqq 159200 1301 829 678 488 11.0 7.00 0

µνbbqq 159200 1289 967 841 606 19.0 15.0 0

τνbbqq 159200 13327 8942 5865 3892 181 133 1.39

ννbbbb 50.5 33.2 32.5 22.3 13.0 3.91 1.04 0.29

ννbbH 60.0 29.4 28.5 24.9 19.0 6.63 2.54 0.97

Table 5.6: The numbers of the remaining signal and background events for the
different beam polarization cases and corresponding significances.

Final selection no polarization left handed

ννHH 3.31 5.21
Background 3.51 7.00

significance (i) 1.4σ 1.7σ
significance (ii) 1.1σ 1.4σ

bbbb 0.86 1.62
τνbbqq 1.39 3.25
ννbbbb 0.29 0.63
ννbbH 0.97 1.50
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Figure 5.8: Discriminative quantities for the signal (blue) and the semi-leptonic
backgrounds lvbbqq (red). The variable names are explained in the text.

selection, as shown in Table 5.7 for the left handed polarization. The largest error
comes from the τνbbqq and bbbb samples.

Table 5.7: The expected numbers of the remaining signal and background events
with errors in the case of the left handed polarization.

Final selection left handed

ννHH 5.21± 0.15
Background 7.00± 0.73

bbbb 1.62± 0.41
τνbbqq 3.25± 0.59
ννbbbb 0.63± 0.10
ννbbH 1.50± 0.08

5.4.4 Summary of the ννHH mode

In the e+ +e− → νν̄HH search mode, assuming the Higgs mass of 120 GeV, the inte-
grated luminosity of 2 ab−1, and the left handed beam polarization, which is favored,
it is expected to observe 5.2 signal and 7.0 backgrounds events, corresponding to a
ZHH excess significance of 1.7σ and a ZHH cross section measurement significance
of 1.4σ.
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Figure 5.9: (left): The neural-net output for the signal versus the lνbbqq back-
ground, where the blue histogram is for the signal and the red one is for the lνbbqq
background. (right): The cut efficiencies of the signal and background at different
cut values on the neural-net output, where the solid blue curve is for the signal and
the red one is for the lνbbqq background.
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Figure 5.10: Discriminative quantities for the signal (blue) and the same final states
backgrounds ννbbbb, ννbbH (red). The variable names are explained in the text.
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Figure 5.11: Discriminative quantities for the signal (blue) and the same final states
backgrounds ννbbbb, ννbbH (red). The variable names are explained in the text.
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Figure 5.12: (left): The neural-net output for the signal versus the ννbbbb, ννbbH
backgrounds, where the blue histogram is for the signal and the red one is for
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Figure 5.13: The optimization of cuts on the three neural-net outputs and the b-
likeness. (top left): MLP1; (top right): MLP2; (bottom left): MLP3; (bottom
right): B tagging, the cut names are explained in the text.
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Chapter 6

Full Simulation of
e+ + e−→ qq̄HH → qq̄bb̄bb̄ at 500
GeV

6.1 Signal and Backgrounds

In this search mode, the final state of a candidate signal event contains four of six b
quarks each fragmenting into a b jet. All the signal events come from the e+ +e− →
ZHH process without contributions from WW and ZZ fusion processes. At 500
GeV, the cross section of the e+ + e− → qq̄HH process without beam polarization is
111 ab for the Higgs mass of 120 GeV.With the integrated luminosity of 2 ab−1, the
expected number of qq̄HH signal events is 222, of which 97.6 events lead to qq̄bb̄bb̄
final states.

Processes having four or more quarks, at least two of which are b quarks, are
considered as possible backgrounds. The cross sections of all the considered back-
ground processes and the expected numbers of events for the integrated luminosity
of 2 ab−1 are shown in Table 6.1. The corresponding numbers of generated MC
events are also shown there. All the processes are labeled by the parton level final
states.

6.2 Pre-selction

In the pre-selction for the qqHH search mode, we do not require the absence of
isolated charged lepton, since the backgrounds containing isolated charged leptons
are not dominant. Nevertheless the information on charged leptons will be used in
the final selection. All the PFOs are forced to six jets, which are then paired to
form two Higgs bosons and one Z boson.

6.2.1 Lepton Identification

The criteria for electron and muon identification are the same as those used in Eqn
4.1 and 4.4, where no isolation requirement is imposed. Among all the identified
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Table 6.1: The cross sections and the expected numbers of events for the signal and
the backgrounds in the qqHH search mode, without beam polarization at 500 GeV.

Process Cross Section (fb) Expected MC

e+ + e− → qqHH 0.111 222 117173
e+ + e− → bbcsdu 115 230600 710285
e+ + e− → bbuddu 58.1 116200 109200
e+ + e− → bbcssc 57.8 115600 359084
e+ + e− → bbbb 11.8 23900 198431
e+ + e− → ttqq 0.601 1203 9999
e+ + e− → lνbbqq 239 477600 797027
e+ + e− → bbbbbb 0.0034 6.9 15978
e+ + e− → qqbbbb 0.0438 87.6 59994
e+ + e− → qqqqH 0.120 241 49702

electrons and muons in each event, the one which has the largest momentum is
selected. The momentum and the cone energy of this charged lepton, denoted by
“plmax” and “econlmax”, are going to be used in the final selection to suppress the
semi-leptonic backgrounds.

6.2.2 Jet Clustering and Jet Pairing

All the PFOs are forced to six jets by using the Durham jet clustering algorithm.
The resultant six jets j1, j2, j3, j4, j5 and j6 are combined to form three pairs.
Among all the possible combinations, we select the one which minimizes the χ2

defined by

χ2 =
(M(j1, j2)−M(H))2

σ2
H

+
(M(j3, j4)−M(H))2

σ2
H

+
(M(j5, j6)−M(Z))2

σ2
Z

(6.1)

where the last term is for the Z candidate with M(Z) being the nominal Z boson
mass. The resolutions for the Z and Higgs masses as well as those for the W and
Top masses, which will be used in the following section, are well studied in [45]. In
the jet pairing, we use a very tight b tagging which requires that the b-likeness of
each of the four jets from the two Higgs candidates should be no less than 0.3, so
that most backgrounds would fail. Jet pair of j1, j2 corresponds to the first Higgs,
pair j3, j4 to the second Higgs and pair j5, j6 to the Z boson candidate.

6.3 Final Selection

The numbers of the signal and the background events after the pre-selection are
shown in Table 6.2. Though most of the backgrounds are significantly suppressed
by the tight b tagging, the remaining backgrounds are still huge, comparing to the
signal. Among the remaining backgrounds, the bbbb, bbcsdu and qqbbbb backgrounds
require special treatment based on neural-net classification. An important strategy
used here is to treat the bbHH signal and the light quark qqHH signal with q =
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u, d, s, c differently, because they have different discriminative power as shown in
following sections.

Table 6.2: The expected numbers of events before and after the pre-selection for the
signal and the backgrounds in the qqHH search mode, without beam polarization at
500 GeV.

Process before selection pre-selection

e+ + e− → qqHH 222 55.1
(qqbbbb) 97.6 43.9
e+ + e− → bbcsdu 230600 1258
e+ + e− → bbuddu 116200 212
e+ + e− → bbcssc 115600 2874
e+ + e− → bbbb 23900 4420
e+ + e− → ttqq 1203 89.1
e+ + e− → lνbbqq 477600 7086
e+ + e− → bbbbbb 6.9 5.48
e+ + e− → qqbbbb 87.6 27.4
e+ + e− → qqqqH 241 19.6

6.3.1 B-likeness of jets from Z

For the different quark modes of the qqHH signal, figure 6.1 shows the distribu-
tion of probZ1 + probZ2, where probZ1 and probZ2 are the b-likeness values of
the two jets from Z. The red histogram is for the bbHH process, the green one
for ccHH and the blue one for the qqHH (q = u, d, s) processes. In the large
probZ1 + probZ2 region, the main contribution comes from the bbHH events, while
in the small probZ1 + probZ2 region, each light quark mode of qqHH contributes
more or less democratically. Notice that the background contaminations in the two
regions are very different. It is hence helpful to use different cuts in the two re-
gions, which is the key point of the strategy for the final selection in this qqHH
mode. The two regions are defined to be Part A: probZ1 + probZ2 > 0.9 and Part
B: probZ1 + probZ2 < 0.9.

6.3.2 Missing energy and isolated lepton

To suppress the backgrounds containing prompt neutrinos, such as the semi-leptonic
lνbbqq and ttqq, the visible energy is required to be greater than 400 GeV and the
missing Pt to be less than 60 GeV. On the other hand, in order to suppress the
backgrounds with isolated leptons, the information of “plmax” and “econe”kept in
the pre-selection can be used. We thus discard events if plmax > 20 GeV and
Econe < 10 GeV. The cuts here (denoted by Cut1) can be summarized as:

Cut1 :


Evis > 400 GeV
MissPt < 60 GeV
plmax < 20 GeV or Econe > 10 GeV

(6.2)
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Figure 6.1: Distribution of the sum of b-likeness values of the two jets from Z for
the signal. The red histogram is for bbHH, the green one for ccHH and the blue one
for qqHH, where q = u, d, s.

6.3.3 bbbb jets-poor background

As shown in Table 6.2, the number of the bbbb background events is very large even
after the pre-selection. As with the strategy for the bbbb suppression in the ννHH
mode, a neural-net is trained to further suppress this background, by using the
following discriminative quantities:

• Axis of thrust. The bbbb background mainly coms from t-channel two-body
processes. The axis of thrust, denoted by “cosaxis”, is much more forward
than that of the signal, as indicated in Figure 6.2.

• Y values. The jet multiplicity of the bbbb background is very different from
that of the signal. The Y values Y6→5, Y5→4 and Y4→3 can hence offer the
main discriminative power. Distributions of these three Y values are shown in
Figure 6.2, respectively, denoted by “yminus”, “yplus4”, “yminus4”.

• The reconstructed Z mass. The events are forced to four jets and then the
four jets are paired as from ZZ. The reconstructed invariant masses of the
two Z boson candidates are very discriminative. Distributions of these two Z
masses, denoted by “mz14j” and “mz24j”, are shown in Figure 6.2.

• The largest jet momentum of the four jets as reconstructed from ZZ, and its
polar angle. Distributions of these two quantities are shown in Figure 6.3,
denoted by “pjmax4j” and “cosjmax4j”.
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• The total number of PFOs. The total number of PFOs is much smaller than
that of the signal. The distribution of this quantity, denoted by “npfos”, is
shown in Figure 6.3.

• The smallest number of PFOs in a jet among the six jets. The distribution of
this quantity is shown in Figure 6.3, denoted by “npfomin”.
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Figure 6.2: Discriminative quantities for the signal (blue) and the jets poor back-
grounds bbbb (red). The variable names are explained in the text.

By using these quantities as input variables, a neural-net is trained for the signal
and the bbbb background after a pre-cut on thrust < 0.9. For the neural-net training,
a statistically independent νν̄HH signal sample and the bbbb background sample with
statistics higher than 2 ab−1 are used. The neural-net outputs and the cut efficiencies
for the signal and the background are shown in Figure 6.4. The bbbb background is
well separated by the neural-net output (MLPbbbb).

6.3.4 The fully hadronic backgrounds

The fully hadronic backgrounds mainly refer to bbcsdu, bbuddu and bbcssc, which
come from tt̄ and WWZ. The cross sections of these processes are very large.
Though they are significantly suppressed by the b tagging in the pre-selection, the
number of remaining events is still much larger than that of the signal, since they
also have six quarks in the final state, making it very challenging to further suppress
them. Another neural-net is trained to carry out the suppression, by using the
following discriminative quantities:

• Reconstructed Z mass and two Higgs masses. Distributions of these quantities
are shown in Figure 6.5, respectively, denoted by “mz”, “mh1”, “mh2”.
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Figure 6.3: Discriminative quantities for the signal (blue) and the jets poor back-
grounds bbbb (red). The variable names are explained in the text.

• Reconstructed W and Top masses. In order to eliminate the fully hadronic
background from the tt̄ process the six jets are paired as from a fully hadronic
decay of tt̄, by minimizing the χ2 defined by

χ2 =
(M(j1, j2)−M(W ))2

σ2
W

+
(M(j3, j4)−M(W ))2

σ2
W

(6.3)

+
(M(j1, j2, j5)−M(t))2

σ2
t

+
(M(j3, j4, j6)−M(t))2

σ2
t

Invariant masses M(j1, j2) and M(j3, j4) correspond to the two W masses,
while M(j1, j2, j5) and M(j3, j4, j6) correspond to the two Top masses. Distri-
butions of these quantities are shown in Figure 6.5 − 6.6, denoted by “mw1tt”,
“mw2tt”, “mt1tt” and “mt2tt”.

• Angle between two most b-like jets, the same as that in the llHH mode. The
distribution of this quantity is shown in Figure 6.6, denoted by “cosbmax”.

• Largest jet momentum of the six jets and its polar angle. Distribution of
these two quantities are shown in Figure 6.6, denoted by “pjmax6j” and “cosj-
max6j”.

• The total number of PFOs. As mention in the llHH mode section, b jets
usually have more PFOs. The distribution of this quantity is shown in Figure
6.3, denoted by “npfos”.

By using these quantities as input variables, yet another neural-net is trained
for the signal and the bbcsdu, bbuddu and bbcssc backgrounds. For the neural-net
training, a statistically independent νν̄HH signal sample and the bbcsdu, bbuddu
and bbcssc background samples with statistics higher than 2 ab−1 are used. The

77



Chapter 6 Full Simulation of e+ + e− → qq̄HH → qq̄bb̄bb̄ at 500 GeV

MLP response

1 0.5 0 0.5 1

N
o

rm
a

li
z
e

d

0

1

2

3

4

5 Signal

Background

MLP response

1 0.5 0 0.5 1

N
o

rm
a

li
z
e

d

0

1

2

3

4

5

MLP output

1 0.5 0 0.5 1

E
ff

ic
ie

n
c

y
 (

P
u

ri
ty

)

0

0.2

0.4

0.6

0.8

1

MLP output

1 0.5 0 0.5 1

E
ff

ic
ie

n
c

y
 (

P
u

ri
ty

)

0

0.2

0.4

0.6

0.8

1

Signal efficiency

Background efficiency

Signal purity

Signal efficiency*purity

S+BS / 

For 1000 signal and 1000 background

 isS+Bevents the maximum S / 

279.3184 when cutting at 0.9597

S
ig

n
if

ic
a

n
c

e

0

50

100

150

200

250

300

Figure 6.4: (left): The neural-net output for signal versus bbbb background, where
blue histogram is for signal and red one is for bbbb. (right): The cut efficiencies of
signal and background at different cuts on neural-net output, where solid blue curve
is for signal and red one is for bbbb.

neural-net outputs and the cut efficiencies for the signal and the background are
shown in Figure 6.7. As seen from the neural-net output (MLPbbqqqq) distribution,
the separation of these backgrounds is very limited.

6.3.5 Backgrounds with Same Final States

The backgrounds with the same final states mainly refer to qqbbbb and qqqqH, coming
from ZZZ and ZZH. The strategy to suppress them is the same as that for the
ννHH modes. The following quantities are used for neural-net training, distributions
of which are shown in Figure 6.8 − 6.9:

• Reconstructed Z and Higgs masses when re-reconstructed as from qqZH, while
keeping the two jets previously paired as from Z, denoted by “mzzh” and
“mhzh”.

• Reconstructed two Z masses when re-reconstructed as from qqZZ, denoted by
“mz1zz” and “mz2zz”.

• Quantities reflecting t-channel characteristics expected for the ZZZ and ZZH
backgrounds. The largest momentum of the three boson candidates formed
with the ZZH hypothesis and the polar angle of that boson, denoted by
“p1stzzh” and “cos1stzzh”. Similarly for the ZZZ hypothesis, the largest
momentum “p1stzzz” and its polar angle “cos1stzzz”.

For the neural-net training, a statistically independent qqHH signal samples and
the qqbbbb, qqqqH background samples are used, each with statistics higher than 2
ab−1. The neural-net outputs and the cut efficiencies for the signal and the back-
grounds are shown in Figure 6.10.

6.3.6 B tagging

Similar to the b tagging strategy used for the llHH mode, the four jets from the two
Higgs are ordered with the b-likeness values, Bmax1, Bmax2, Bmax3 and Bmax4.
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Figure 6.5: Discriminative quantities for the signal (blue) and the fully hadronic
backgrounds bbcsdu, bbuddu and bbcssc (red). The variable names are explained in
the text.

For the pre-selection, Bmax4 is required to be no less than 0.3. For the final selection,
further cuts on Bmax3 and Bmax4 are required, as shown in following section.

6.4 Results

All the events are divided into two parts by the b-likeness values of the two jets from
Z. The optimized cuts and consequently the results for these two parts are different,
as shown in the following.

6.4.1 Part A: probZ1 + probZ2 > 0.9

For this part, most of the backgrounds are significantly suppressed by probZ1 + probZ2 >
0.9 thereby allowing us to relax the requirements on the neural-net outputs and the
b tagging. For the final selection, we thus demand the following:

• Neural-net for bbbb: MLPbbbb > 0.2, denoted by MLP1.

• Neural-net for bbqqqq: MLPbbqqqq > −0.3, denoted by MLP2.

• Neural-net for qqbbbb: MLPqqbbbb > −0.6, denoted by MLP3.

• B tagging: Bmax3 > 0.76 and Bmax4 > 0.33, denoted by B tagging.

The numbers of the remaining signal and background events after the final selection
are shown in the reduction table 6.3 in the case of no beam polarization. 5.8 signal
events survived with 9.0 background events. The effect of different beam polarization
cases is tabluated in Table 6.4. As with the other two modes, the left handed
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Figure 6.6: Discriminative quantities for the signal (blue) and the fully hadronic
backgrounds bbcsdu, bbuddu and bbcssc (red). The variable names are explained in
the text.

polarization is favored. The cuts on the neural-net output and the b tagging are
optimized, as shown in Figure 6.11. The errors on the expected numbers of the
signal and the backgrounds are shown in Table 6.5.

Table 6.3: Reduction table for the signal and the backgrounds after the final selection
for Part A. The cut names are explained in text.
Process Expected Cut0 Part A Cut1 MLP1 MLP2 MLP3 B tagging

qqHH 222 55.1 10.4 9.34 8.84 8.56 8.20 5.76
(qqbbbb) 97.6 43.9 9.33 8.74 8.31 8.06 7.73 5.53
bbcsdu 230600 1258 12.3 12.0 9.21 6.14 5.58 0.56
bbuddu 116200 212 6.36 5.27 4.19 4.19 2.01 2.01
bbcssc 115600 2874 31.7 29.2 25.6 19.9 18.2 1.38
bbbb 23900 4420 558 460 2.11 1.52 1.26 0.71
ttqq 1203 89.1 5.31 2.66 2.54 2.47 2.38 0.99
lνbbqq 477600 7086 134 20.3 3.58 3.58 2.82 0.50
bbbbbb 6.9 5.48 2.56 2.33 1.82 1.57 1.07 0.84
qqbbbb 87.6 27.4 1.70 1.60 1.05 0.90 0.65 0.28
qqqqH 241 19.6 2.81 2.44 2.19 2.05 1.77 1.15

6.4.2 Part B: probZ1 + probZ2 < 0.9

For this part, the backgrounds are much larger than Part A, necessitating tighter
cuts on the neural-net outputs and the b tagging. For the final selection, the cuts
on the neural-net outputs and the b tagging are optimized as:
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Table 6.4: The numbers of the remaining signal and background events for the
different polarization cases and the corresponding significance for Part A.

Final selection no polarization left handed

qqHH 5.76 8.50
Background 9.03 11.7

significance (i) 1.7σ 2.2σ
significance (ii) 1.4σ 1.9σ

bbcsdu 0.56 1.38
bbuddu 2.01 0.28
bbcssc 1.38 2.01
bbbb 0.71 1.27
ttqq 0.99 1.85
lνbbqq 0.50 0.07
bbbbb 0.84 1.61
qqbbbb 0.28 0.55
qqqqH 1.15 2.70

Table 6.5: The expected numbers of the remaining signal and background events
with errors in the case of the left handed polarization for Part A.

Final selection left handed

qqHH 8.50± 0.2
Background 11.7± 1.5
bbcsdu 1.38± 0.92
bbcssc 2.01± 1.12
bbbb 1.27± 0.35
ttqq 1.85± 0.27
qqbbbb 2.09± 0.55
qqqqH 2.70± 0.14
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Figure 6.7: (left): The neural-net output for the signal versus the bbcsdu, bbuddu
and bbcssc backgrounds, where the blue histogram is for the signal and the red one is
for the backgrounds. (right): The cut efficiencies for the signal and the background
at different cut values on the neural-net output, where the solid blue curve is for the
signal and the red one is for the backgrounds.

• Neural-net for bbbb: MLPbbbb > −0.2, denoted by MLP1.

• Neural-net for bbqqqq: MLPbbqqqq > 0.16, denoted by MLP2.

• B tagging: Bmax3 > 0.8 and Bmax4 > 0.52, denoted by B tagging.

The numbers of the remaining signal and background events after the final selection
are shown in the reduction table 6.6 in the case of no beam polarization. 11.3
signal events survived with 68.2 background events. The effect of different beam
polarization cases is tabulated in Table 6.7, indicating the advantage of the left
handed polarization. The cuts on the neural-net outputs and the b tagging are
optimized, as shown in Figure 6.12. The errors on the expected numbers of the
signal and the backgrounds are shown in Table 6.8

Table 6.6: Reduction table for the signal and the backgrounds in the final selection
for Part B. The cut names are explained in the text.

Process Expected Cut0 Part A Cut1 MLP1 MLP2 B tagging

qqHH 222 55.1 44.7 38.8 37.0 22.2 11.3
(qqbbbb) 97.6 43.9 34.5 32.8 31.7 19.4 10.2
bbcsdu 230600 1258 1246 1197 1077 195 17.3
bbuddu 116200 212 206 198 175 36.3 4.19
bbcssc 115600 2874 2842 2715 2430 361 22.6
bbbb 23900 4420 3862 3134 44.9 11.1 5.79
ttqq 1203 89.1 83.8 41.0 40.5 22.4 7.46
lνbbqq 477600 7086 6952 955 177 27.4 2.48
bbbbbb 6.9 5.48 2.92 2.63 2.05 0.65 0.38
qqbbbb 87.6 27.4 25.7 24.2 19.2 6.06 3.08
qqqqH 241 19.6 16.8 14.9 13.8 6.61 3.28
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Table 6.7: The remaining signal and background events in the case of different
polarization cases and the corresponding significances for Part B.

Final selection no polarization left handed

qqHH 11.3 16.6
Background 68.2 129

significance (i) 1.3σ 1.4σ
significance (ii) 1.2σ 1.3σ

bbcsdu 17.3 42.2
bbuddu 4.19 5.37
bbcssc 22.6 39.6
bbbb 5.79 9.12
ttqq 7.46 13.7
lνbbqq 2.48 4.34
bbbbb 0.38 0.91
qqbbbb 3.08 6.00
qqqqH 3.28 7.65

Table 6.8: The expected numbers of the remaining signal and background events
with errors in the case of the left handed polarization for Part B.

Final selection left handed

qqHH 16.6± 0.3
Background 129± 8
bbcsdu 42.2± 5.1
bbuddu 5.4± 3.6
bbcssc 39.6± 5.0
bbbb 9.1± 0.6
ttqq 13.7± 0.7
qqbbbb 6.7± 0.4
qqqqH 7.6± 0.2
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Figure 6.8: Discriminative quantities for the signal (blue) and the same final state
backgrounds qqbbbb and qqqqH (red). The variable names are explained in the text.

6.4.3 Summary of the qqHH mode

In this e+ + e− → qq̄HH search mode, assuming the Higgs mass of 120 GeV and the
integrated luminosity of 2 ab−1, two independent signal samples are obtained. One
(Part A) has 8.5 signal events with 11.7 background events, corresponding to a ZHH
excess significance of 2.2σ and a measurement significance of 1.9σ; the other (Part
B) has 16.6 signal events with 129 backgrounds, corresponding to a ZHH excess
significance of 1.4σ and a measurement significance of 1.3σ.
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Figure 6.9: Discriminative quantities for the signal (blue) and the same final state
backgrounds qqbbbb, qqqqH (red). The variable names are explained in the text.
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Figure 6.11: For Part A, (left): The optimization of the cut on the b-likeness Bmax3.
(right): The optimization of the cut on the neural-net output for the full hadronic
backgrounds bbcsdu, bbuddu and bbcssc.
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Figure 6.12: For Part B, (left): The optimization of the cut on the b-likeness Bmax3.
(right): The optimization of the cut on the b-likeness Bmax4.
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Chapter 7

Combined Result of the Full
Simulation at 500 GeV

The three decay modes (llHH, ννHH, qqHH) of ZHH at 500 GeV have been fully
simulated to test the feasibility of the Higgs self-coupling measurement at the ILC,
assuming a Higgs mass of 120 GeV and an integrated luminosity of 2 ab−1. The
results of the three modes are shown in Table 7.1 for the left handed beam polariza-
tion, which is favored because of its higher sensitivity to the self-coupling. The ZHH
excess significance (i) and the measurement significance (ii) are also shown there.
Notice that there are two independent parts in the qq̄HH mode. In this chapter,
we will combine these full simulation results and try to answer the following two
crucial questions:

• Can we observe the ZHH events? Or how much is the combined ZHH excess
significance?

• Can we observe the trilinear Higgs self-interaction? Or how precisely can we
measure the trilinear Higgs self-coupling?

Table 7.1: The numbers of the remaining signal and background events in each
search mode of the ZHH full simulation at 500 GeV, with the left handed beam
polarization.

Searching Mode Signal Background Significance (i) Significance (ii)

e+ + e− → l+l−HH 6.4 6.7 2.1σ 1.7σ
e+ + e− → νν̄HH 5.2 7.0 1.7σ 1.4σ
e+ + e− → qq̄HH 8.5 11.7 2.2σ 1.9σ
e+ + e− → qq̄HH 16.6 129 1.4σ 1.3σ

7.1 Statistical independence of the three modes

Before deriving the combined result, it is necessary to check the statistical indepen-
dence of the three modes.
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• Due to the very different visible energy requirement in the ννHH mode and
the other two modes, events selected for the ννHH mode will not satisfy the
selection criteria for the other two modes. Thus the ννHH mode is statistically
independent of the llHH and qqHH modes.

• Due to the very energetic isolated lepton requirement for the llHH mode, all
fully hadronic events will not be selected, so that the llHH mode is statistically
independent of the qqHH mode.

Thus we conclude that all the three modes are statistically independent.

7.2 Combined ZHH excess significance

A hypothesis test is used to calculate the combined ZHH excess significance. Define
the null hypothesis:

H0 : there is only background (B). (7.1)

and the alternative hypothesis:

H1 : there are ZHH signal and background (S+B). (7.2)

Then define the test variable

χ2 ≡ −2ln
Ls+b
Lb

(7.3)

where the likelihood Ls+b is defined as

Ls+b =
∏
i

e−(si+bi)(si + bi)
ni

ni!
(7.4)

and the Lb is defined as

Lb =
∏
i

e−bibnii
ni!

. (7.5)

The si and bi are the expected numbers of remaining signal and background events
in mode i (search modes i = 1, .., 4). The ni is the total number of observed events in
mode i, which is a Poisson random variable, with mean value si+bi under hypothesis
H1, and with mean value bi under hypothesis H0.

Figure 7.1 shows the distributions of the χ2 test variable under hypothesis H0,
denoted by blue line, and under hypothesis H1, denoted by red line, produced using
a Toy Monte-Carlo. The black line shows the observed value of the test χ2. The p
value is defined as the probability of observing a test χ2 value equal to or less than
the current observed value under the hypothesis H0:

p =

∫ χ2
obv

−∞
f(χ2)dχ2 (7.6)
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where f(χ2) is the probability density function of the test χ2 under hypothesis H0,
which is represented by the blue distribution. The p value is calculated to be

p = 4.6× 10−5 (7.7)

corresponding to the gaussian significance:

1− p =

∫ sσ

∞
N(x; 0, 1)dx (7.8)

where N(x;0,1) is the normal gaussian distribution. The significance is obtained to
be sσ = 3.9σ, meaning that the combined ZHH excess significance is 3.9σ.
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Figure 7.1: The distribution of the test χ2 under the background only hypothesis
(blue) and the signal + background hypothesis (red). The black vertical line denotes
the observed value of the test χ2 variable.
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7.3 Extracting the Cross Section of ZHH

The precision of the Higgs self-coupling is determined by the precision of the ZHH
cross section, as introduced in Eqn 2.32. The cross section measurement can be car-
ried out by parameter estimation though Maximum Likelihood. Define the combined
likelihood

Ls+b =
∏
i

e−(si+bi)(si + bi)
ni

ni!
, (7.9)

where bi is the expected number of background events, which is known from MC
simulations; ni is the number of observed events, which is known from the measure-
ment; si is related to the cross section σZHH , which is the unique parameter. The
relation between si and σZHH is

si = (σZHH + σi) · Lumi · Bri · Effi (7.10)

where Lumi is the integrated luminosity; Bri is the branch ratio of mode i; Effi is
the selection efficiency of mode i; σi is the fusion contribution for mode i, which
is negligible at 500 GeV. The Likelihood hence contains only one parameter σZHH .
The minimization of χ2 = −2ln L

Lmax
is shown in Figure 7.2. The result is

σZHH · Lumi = 488+145
−137. (7.11)

For the integrated luminosity of 2 ab−1, we then have

σZHH = 0.22± 0.07 fb. (7.12)

The precision of the cross section is 32%, corresponding to a precision of the Higgs
self-coupling of 57%.
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Figure 7.2: The χ2 as a function of σZHH · Lumi.
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Chapter 8

Fast Simulation of
e+ + e−→ νeν̄eHH→ νeν̄ebb̄bb̄ at 1
TeV

8.1 Signal and Backgrounds

In this search mode, we focus on the WW fusion contribution of νeν̄eHH at 1 TeV.
The final state of a candidate signal event contains two missing neutrinos and four b
quarks segmenting into four b jets. At 1 TeV, the cross section of e+ +e− → νeν̄eHH
without the initial beam polarization and beamstrahlung, but with initial state
radiation, is 71.3 ab for the Higgs mass of 120 GeV. The integrated luminosity of
2 ab−1, is expected to yield 142.6 νeν̄eHH events, of which 63.4 events lead to the
νeν̄ebb̄bb̄ final states.

Instead of considering parton level backgrounds as in the full simulation at 500
GeV, where backgrounds with the same final states are handled together even if
they are coming from different processes, in the fast simulation presented in this
chamber, backgrounds from different processes are considered individually. The
cross sections of the main background processes and the expected numbers of events
for the integrated luminosity of 2 ab−1 are shown in Table 8.1. The corresponding
numbers of generated MC events are also shown there. It is seen that tt̄ is the
dominant background.

8.2 Pre-selction

As the pre-selection, we first require there are no isolated charged leptons. Then we
force all the particles to four jets and pair the four jets to form two Higgs bosons.

8.2.1 Isolated Lepton Identification

Since the interactions between particles and each sub-detector are not fully sim-
ulated, the MC truth information is used to identify electrons and muons. The
isolation requirement is much simpler than in the case of the full simulation. We
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Table 8.1: Cross sections and the expected numbers of events for the signal and
backgrounds in the νeν̄eHH search mode, without beam polarization at 1 TeV.

Process Cross Section (fb) Expected MC

e+ + e− → νeν̄eHH 0.0713 143 500K
e+ + e− → tt̄ 189 377600 500K
e+ + e− → W+W−Z 61.7 123400 500K
e+ + e− → ZZZ 0.832 1664 500K
e+ + e− → ZZH 0.350 700 500K
e+ + e− → νeν̄eZZ 6.05 12100 500K
e+ + e− → νeν̄eZH 1.25 2500 500K
e+ + e− → νeν̄eW

+W− 15.1 30200 50K
e+ + e− → tt̄H 2.48 4960 50K

require P > 20 GeV and Econe < 20 GeV, where P is the momentum and Econe is the
cone energy, as the criteria of isolation. A particle is thus defined to be an isolated
lepton if it is identified as electron or muon and that it satisfies the isolation. Since
the search mode considered here contains no isolated charged leptons, we require the
absence of any isolated charged lepton. The signal efficiency after this requirement
is expected to be higher than 97%, while the semi-leptonic decay of tt̄ is significantly
suppressed.

8.2.2 Jet Clustering and Jet Pairing

After requiring the absence of any isolated charged lepton, all the PFOs are forced
to four jets by using the JadeE jet clustering algorithm. The resultant four jets j1,
j2, j3 and j4 are then combined to form two pairs, so as the minimize the χ2 defined
as follows. Instead of adopting the traditional χ2 definition such as Eqn 4.7 used in
the full simulation, whose validity is limited if the invariant mass usually is gaussian
distributed, a new definition is used:

χ2 ≡ −2lnL = −2ln(f(M12)f(M34)) = −2lnf(M12)− 2lnf(M34) (8.1)

where M12 and M34 are the invariant masses of jets pair (j1, j2) and (j3, j4) respec-
tively, and f(M) is the probability density function of the jet pair invariant mass in
the case of correct pairing, which can be obtained by using MC truth information.
M12 is regarded as the mass of the first Higgs, M(H1), and M34 as the mass of the
second Higgs, M(H2). Figure 8.1 shows the distribution of M(H1) and M(H2), in
the case of correct jet pairing for signal events. Based on this distribution, a binned
non-parametric kernel function [74] is used to estimate the probability density func-
tion of M(H):

F (x) =
1

N

m∑
j=1

njG(x; tj, hj) (8.2)

hj =

(
4

3

)1/5

N−1/54x
√
N

nj
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where N is the total number of events, m is the number of bins, the summation is
over all the bins, nj is the number of events in bin j, 4x is the bin width, tj is
the center of bin j, hj is called the resolution of bin j, and G(x; tj, hj) is a Gaussian
probability density function with mean value tj and width hj, called gaussian kernel.
The so estimated kernel function is shown in Figure 8.2, which indicates that the
kernel function well reproduce the real distribution of M(H).

This pairing algorithm turns out to improve the fraction of correct pairing from
80% to 85% for the signal events.
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Figure 8.1: The invariant mass of Higgs in the case of correct pairing by using MC
truth information. Two Higgs masses are histogrammed together.

8.3 Final Selection

The numbers of the remaining signal and background events after the pre-selection
are shown in Table 8.2. One can see that although the semi-leptonic or leptonic
decay modes of most of the backgrounds are suppressed after the pre-selection, tt̄
still remains as the dominant background, which is to be suppressed by the final
selection based on a neural-net method. The ννZZ and ννZH backgrounds can
lead to the same final states as from the signal, and are thus difficult to suppress,
necessitating another neural-net. The fully hadronic decay modes of most of the
backgrounds can be suppressed by using missing energy requirement.
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Figure 8.2: The estimated kernel function (blue line) and the corresponding Higgs
mass distribution (black dot).

8.3.1 Missing Neutrinos

There are two missing neutrinos in the signal events, making the total visible energy
much smaller than the fully hadronic backgrounds. Figure 8.3 shows the distribution
of the visible energy for the signal and several background processes. Indeed, most
of the remaining tt̄ events have their visible energies near the nominal center of mass
energy. However the W → τν decay of a W from tt̄ makes a long tail towards very
low visible energy, which might contaminate the signal significantly due to the large
tt̄ cross section. A cut, denoted by Cut1, on the visible energy, Evis, is imposed as

Evis < 600 GeV. (8.3)

8.3.2 Neural-net for tt̄

After the visible energy cut, there still remain 32326 tt̄ background events swamping
111 signal events. A statistically independent tt̄ background and the signal samples
with statistics higher than 2 ab−1 are used to train a neural-net to further suppress
tt̄. The following discriminative quantities are used as the input variables in this
neural-net:

• Reconstructed Higgs mass. Distributions of two invariant masses of Higgs are
shown in Figure 8.4, denoted by “mh1” and “mh2”.
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Table 8.2: The numbers of remaining signal and background events after the pre-
selection without beam polarization. The second line of the ννHH signal in the
parentheses denotes the contribution of the ννbbbb decay from ννHH.

Process before selection pre-selection

e+ + e− → νeν̄eHH 143 116
(ννbbbb) (63.4) (61.1)
e+ + e− → tt̄ 377600 160971
e+ + e− → W+W−Z 123400 27772
e+ + e− → ZZZ 1664 609
e+ + e− → ZZH 700 240
e+ + e− → νeν̄eZZ 12100 6112
e+ + e− → νeν̄eZH 2500 1620
e+ + e− → νeν̄eW

+W− 30200 14048
e+ + e− → tt̄H 4960 184

• Missing Pt. Signal events should have much larger missing Pt. Distributions
of this quantity is shown in Figure 8.4, denoted by “mpt”.

• Y value. In the case of both W s from tt̄ decaying into τν, the Y value Y4→3

should be smaller than that of the signal. The distribution of this quantity is
shown in Figure 8.4, denoted by “ycut”.

• The smallest number of particles in a jet out of the four jets. Similarly, if both
W s from tt̄ decaying into τν, each τ is expected to be reconstructed as a jet,
resulting in a very small number of particles in it. The distribution of this
quantity is shown in Figure 8.4, denoted by “npart4”.

• Angle between two Higgs bosons. The distribution of this quantity is shown
in Figure 8.4, denoted by “coshh”.

The neural-net is trained after the pre-cut Evis < 600 GeV. The neural-net
outputs, denoted by MLPtt, and the cut efficiencies for the signal and the background
are shown in Figure 8.5. It is seen that the separation is limited. A tight cut,
MLPtt > 0.6, is required to further suppress the tt̄ background, which is denoted as
MLP1.

Additional two quantities are also useful to suppress tt̄, though not included in
the neural-net training. One is the mass of the jet with the smallest number of
particles, denoted by “mjet4”. For some tt̄ events “mjet4”may peak at the nominal
τ mass. The other is the minimal cone energy of all particles, denoted by “econ-
min”. This quantity is designed to remove decay into one charged π, resulting in
an isolated charged pions from some tt̄ events. The following requirements on these
two quantities are imposed, denoted by Cut2,

mjet4 > 2 GeV, econmin > 0.1GeV. (8.4)
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Figure 8.3: The distributions of visible energy for the signal: ννHH (red) and the
backgrounds: tt̄ (green), ZZZ (blue), ZZH (yellow) and WWZ (purple).

8.3.3 Backgrounds with the Same Final States

These backgrounds include ννZZ and ννZH, which also come from WW fusion
processes. The most useful quantities to suppress them are the invariant masses
of jet pairs, which should be consistent with the Higgs mass. Another neural-net
is thus trained with the following quantities as inputs, distributions of which are
shown in Figure 8.6.

• Reconstructed Z and Higgs masses when paired under the νν̄ZH hypothesis,
denoted by “mzzh” and “mhzh”.

• Two Z masses re-reconstructed as from νν̄ZZ, denoted by “mz1zz” and “mz2zz”.

• Decay angles of H1 and H2. In the center of mass frame of each Higgs, the
polar angle of one of the two jets measured from the parent Higgs momentum
direction is defined as the decay angle of the Higgs. The absolute values of the
two decay angles are used, denoted by “abs(cosj11h)” and “abs(cosj21h)”.

For the neural-net training, a statistically independent ννHH signal and ννZZ,
ννZH background samples are used, each with statistics higher than 2 ab−1. The
neural-net outputs and the cut efficiencies for the signal and the background are
shown in Figure 8.7. A tight cut on the neural-net output MLPννbbbb > 0.6 is used
to suppress the same final state backgrounds, denoted by MLP2.
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Figure 8.4: Discriminative quantities for the signal (blue) and the tt̄ backgrounds
(red). The variable names are explained in the text.

8.3.4 B Tagging Algorithm

As mentioned in Chap. 3, the b tagging algorithm used in fast simulation is much
simplified. The criterion for tagging a jet is the number of off-vertex tracks belonging
to that jet. The definition of the off-vertex track is based on a quantity called Norm:

Norm =

√( r
δr

)2

+
( z
δz

)2

(8.5)

where r and z are the coordinates of the point on the track which is closest to the
beam axis in the cylindrical coordinates system, δr and δz are their measurement
errors. This quantity reflects how many standard deviations the track is away from
the interaction point and can be used to decide if the track is from the interaction
point or from a secondary vertex. By introducing a cut fNsigCut, and demanding
that Norm is greater than fNsigCut = 2.5 we count off-vertex tracks.

The four jets are ordered by their numbers of off-vertex tracks in the descend-
ing order, denoted by noff1 > noff2 > noff3 > noff4. Figure 8.8 shows the
distributions of the four numbers of off-vertex tracks. It turns out that noff3 and
noff4 are the most discriminative. As the b tagging we require that at least three
off-vertex tracks are contained in the third jet and at least one off-vertex track in
the fourth jet, denoted by “Btagging”,

noff3 > 2, noff4 > 0 (8.6)
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Figure 8.5: (left): The neural-net output for the signal versus the tt̄ background,
where the blue histogram is for the signal and the red one is for tt̄. (right): The cut
efficiencies of the signal and the background at different cut values on the neural-net
output, where the solid blue curve is for the signal and the red one is for tt̄.

8.4 Results and Conclusion

The numbers of the remaining signal and background events after the final selection
are shown in the reduction table 8.3 in the case of no beam polarization. The main
backgrounds are tt̄, ννZZ and ννZH. The other backgrounds are negligible. It
is expected to obtain 6.0 signal evens, 5.6 of which come from the contribution of
ννHH → ννbbbb, and 3.9 background events, corresponding to the ννHH excess
significance of 2.4σ and the measurement significance of 1.9σ.

Table 8.3: The reduction table for the signal and backgrounds after the final selec-
tion. The cut names are explained in the text.
Process Expected pre-selection Cut1 MLP1 MLP2 Btagging Cut2

νeν̄eHH 143 116 111 33.0 20.6 6.17 5.95
(ννbbbb) (63.4) (61.1) (58.3) (20.7) (12.8) (5.80) (5.62)
tt̄ 377600 160971 32326 377 183 3.78 1.51
W+W−Z 123400 27772 11512 57.5 17.0 0 0
ZZZ 1664 609 330 1.95 0.45 0.02 0.02
ZZH 700 240 135 2.42 0.60 0.05 0.04
νeν̄eZZ 12100 6112 5932 140 6.32 0.36 0.36
νeν̄eZH 2500 1620 1548 160 22.0 2.16 2.04
νeν̄eW

+W− 30200 14048 13626 172 4.83 0 0
tt̄H 4960 184 89.2 2.38 1.78 0.40 0.20

From the fast simulation study of the WW fusion process e+ + e− → νeν̄eHH→
νeν̄ebb̄bb̄ at 1 TeV, assuming the Higgs mass of 120 GeV and the integrated luminosity
of 2 ab−1, without initial beam polarization, we thus expect a 2.4σ significance to
observe νν̄HH events and a 1.9σ significance for the measurement. The cross section
of νν̄HH can be measured to a precision of

√
6.0+3.9

6.0
= 52%, corresponding to a 44%

precision for the Higgs self-coupling.
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Figure 8.6: Discriminative quantities for the signal (blue) and the same final states
backgrounds ννZZ, ννZH (red). The variable names are explained in the text.
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Figure 8.8: Distributions of the four numbers of off-vertex tracks, top left for noff1,
top right for noff2, bottom left for noff3 and bottom right for noff4. The red his-
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Chapter 9

Conclusions

9.1 Full Simulation at 500 GeV

The decay modes of e++e− → ZHH at 500 GeV have been fully simulated to test the
feasibility of the trilinear Higgs self-coupling measurement. This is the first full sim-
ulation study of the Higgs self-coupling measurement with all the three search modes
analyzed together. And essentially all the possible standard model background pro-
cesses have been considered in this study by using the huge common background
samples prepared for the world-wide LoI studies. Assuming an integrated luminosity
of 2 ab−1 and the Higgs mass of 120 GeV, in the case of left handed beam polariza-
tion, the combined result shows that an excess of ZHH events with 3.9σ significance
can be observed, and the measurement of ZHH cross section with precision of 32%
can be achieved. Hence the trilinear Higgs self-coupling can be determined to the
precision of 57%, the first time that demonstrated the feasibility of the self-coupling
measurement at 500 GeV based on full simulation. This result is much larger than
that in study using fast simulation [43], where a 10% cross section measurement at
an 18% Higgs self-coupling measurement were reported. Although the present anal-
ysis can be improved (see next paragraph), the main difference is probably due to
the more background processes considered here and the fact that the fast simulation
used there was still in an early stage of development and didn’t include all detector
effects, which can make the performances of single particle reconstruction, mass res-
olution and b tagging worse. However, this result is much better than that in study
of full simulation [45], where the cross section is determined to the precision of 90%.
The improvement is due to the inclusion of two decay modes of e+ + e− → ZHH in
addition to the qqHH mode, better b tagging performance on ILD detector concept
than LDC, and the sophisticated neural-net analyses. Nevertheless, the precision on
Higgs self-coupling obtained in this thesis is already valuable for some new physics
models [34][35], where trilinear Higgs self-coupling could deviate more than 100%
from that predicted by the Standard Model.

B tagging, jet clustering and jets pairing are especially important to the three
analyses. Prospects are that current technologies used for this thesis of these three
algorithm can be improved. First, the neural-net for flavour tagging is trained using
Z → qq̄ events at the center of mass energy of Z pole, where the energy of each jet is
around 45 GeV. However, for ZHH events the average energy of each jet is about 70
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GeV. Improvement of flavour tagging could be obtained by training the neural-net
at center of mass energy of 140 GeV [75]. Second, in current jet clustering algorithm,
tracks from same vertex of b parton can be clustered into different jets, making the b
tagging performance in multi-jets events worse. A possible improvement is to force
the tracks from same vertex to inside one jet. Third, as indicated in Chapter 8, the
efficiency of correct-jet pairing can be improved by introducing more sophisticated
probability density function of invariant mass by kernel estimation. Through these
improvements, more accurate measurement of Higgs self-coupling at ILC would be
possible.

9.2 Fast Simulation at 1 TeV

The possibility of measuring the trilinear Higgs self-coupling through WW fusion
process at 1 TeV was investigated. Assuming an integrated luminosity of 2 ab−1 and
Higgs mass of 120 GeV, without beam polarization, the result shows that excess of
ννHH events with 2.4σ significance can be observed, and ννHH cross section can
be measured to the precision of 52%. Benefitting from the smaller factor between
the precision of the cross section and the precision of the Higgs self-coupling (Eqns.
2.32 and 2.33) the Higgs self-coupling can be measured to the precision of 44%. This
result is larger than that in Ref. [47], which predicts a 12% precision on the Higgs
self-coupling with 1 ab−1 data. This different is mainly due to the fact that Ref.
[47] is based on a parton-level smearing, without parton showering and hadronizatio,
and therefor doesn’t include the effect of jet clustering. Another reason is that more
background processes have been considered here.

Determining the Higgs self-coupling will be a challenging measurement at the
ILC. By combining all the data collected at 500 GeV and 1 TeV, it will be possible
to make an excellent trilinear Higgs self-coupling measurement and reveal the nature
of electroweak symmetry breaking.
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Appendix A

Study of J/ψ decays into ηK ∗0K ∗0

This analysis is published in [76].

A.1 Introduction

Following the observation of Y (2175) by the BaBar Collaboration in e+e− → γISRφf0(980)
via initial-state radiation [77], the resonance was observed by the BES Collabora-
tion in J/ψ → ηφf0(980) [78] and more recently by the Belle Collaboration in
e+e− → γISRφπ

+π− [79]. Since both the Y (2175) and Y (4260) [80] are observed
in e+e− annihilation via initial-state radiation and these two resonances have sim-
ilar decay modes, it was speculated that Y (2175) may be an s-quark version of
Y (4260) [77]. There have been a number of different interpretations proposed for
the Y (4260), that include a gcc̄ hybrid [81] [82] [83], a 43S1 cc̄ state [84], a [cs]S[c̄s̄]S
tetraquark state [85], or a baryonium [86]. Likewise Y (2175) has been correspond-
ingly interpreted as: a gss̄ hybrid [87], a 23D1 ss̄ state [88], or a ss̄ss̄ tetraquark
state [89]. None of these interpretations has either been established or ruled out by
experimental observations.

According to Ref. [88], a hybrid state may have very different decay patterns
compared to a quarkonium state. Measuring the branching fractions of some de-
cay modes may shed light on understanding the nature of Y (2175). Among those
promising decay modes, Y (2175) → K ∗0K ∗0 is of special importance. This decay
mode is forbidden if Y (2175) is a hybrid state but allowed if it is a quarkonium
state.

On the other hand, there are still lots of unknown decay modes of J/ψ and investi-
gating more of them is useful to understand the mechanism of J/ψ decays. Based on
a sample of 58M J/ψ events collected by the BESII detector at the Beijing Electron-
Positron Collider (BEPC), a search for the process J/ψ → ηY (2175), Y (2175) →
K ∗0K ∗0 is performed. In addition, the first measurement of the branching fraction
Br(J/ψ → ηK ∗0K ∗0) is obtained.

A.2 Detector and data samples

The upgraded Beijing Spectrometer detector (BESII) was located at the Beijing
Electron-Positron Collider (BEPC). BESII was a large solid-angle magnetic spec-
trometer which is described in detail in Ref. [90]. The momentum of charged par-
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ticles is determined by a 40-layer cylindrical main drift chamber (MDC) which has
a momentum resolution of σp/p=1.78%

√
1 + p2 (p in GeV/c). Particle identifica-

tion is accomplished using specific ionization (dE/dx) measurements in the drift
chamber and time-of-flight (TOF) information in a barrel-like array of 48 scintil-
lation counters. The dE/dx resolution is σdE/dx ' 8.0%; the TOF resolution for
Bhabha events is σTOF = 180 ps. Radially outside of the time-of-flight counters is a
12-radiation-length barrel shower counter (BSC) comprised of gas tubes interleaved
with lead sheets. The BSC measures the energy and direction of photons with reso-
lutions of σE/E ' 21%/

√
E (E in GeV), σφ = 7.9 mrad, and σz = 2.3 cm. The iron

flux return of the magnet is instrumented with three double layers of proportional
counters that are used to identify muons.

A GEANT3 based Monte Carlo (MC) package (SIMBES) [91] with detailed
consideration of real detector performance (such as dead electronic channels) is
used. The consistency between data and Monte Carlo has been carefully checked in
many high purity physics channels, and the agreement is quite reasonable [91].

A.3 Analysis

The decay channel under investigation, J/ψ → ηK ∗0K ∗0, η → γγ,K ∗0→ K+π−,K ∗0→
K−π+, has two charged kaons, two charged pions, and two photons in its final state.
A candidate event is therefore required to have four good charged tracks recon-
structed in the MDC with net charge zero and at least two isolated photons in the
BSC. A good charged track is required to (1) be well fitted to a three dimensional
helix in order to ensure a correct error matrix in the kinematic fit; (2) originate
from the interaction region, i.e. the point of closest approach of the track to the
beam axis is within 2 cm of the beam axis and within 20 cm from the center of the
interaction region along the beam line; (3) have a polar angle θ, within the range
| cos θ| < 0.8; and (4) have a transverse momentum greater than 70 MeV/c. The
TOF and dE/dx information is combined to form a particle identification confidence
level for the π, K, and p hypotheses, and the particle type with the highest confi-
dence level is assigned to each track. The four charged tracks selected are further
required to be consistent with an unambiguously identified K+π+K−π− combina-
tion. An isolated neutral cluster is considered as a good photon when (1) the energy
deposited in the BSC is greater than 60 MeV, (2) the angle between the nearest
charged track and the cluster is greater than 15◦, (3) the angle between the cluster
development direction in the BSC and the photon emission direction is less than
30◦, and (4) at least two layers have deposits in the BSC and the first hit is in the
beginning six layers. A four-constraint (4-C) kinematic fit is performed to the hy-
pothesis J/ψ → γγK+K−π+π−, and if there are more than two good photons, the
combination with the smallest χ2

γγK+K−π+π− value is selected. We further require

that χ2
γγK+K−π+π− < 20. Because we are not interest in the events of which the two

photons come from π0, we require the invariant mass of two photons to be greater
than 0.3 GeV/c2.
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A.3.1 Branching fraction of J/ψ → ηK ∗0K ∗0

After applying the above event selection criteria, Fig. A.1(a) shows the scatter
plot of MK+π− versus MK−π+ . One can see K ∗0K ∗0, K ∗0K−π+, K ∗0K+π−, and
K+π−K−π+ events scattered in different regions of the plot. The signal region in
this analysis is defined by |MK±π∓−mK∗0(mK ∗0)| < 0.05 GeV/c2, which is shown as
the middle box in Fig. A.1(a). Other boxes shown are side-band regions, and events
in these regions are used to estimate the background in the signal region. The K±π∓

invariant mass spectra are shown in Fig. A.1(b), where the solid histogram is K+π−

and the dashed histogram is K−π+. Figure A.2(a) shows the γγ invariant mass
spectrum for events in the signal region, where an η is seen. In Fig. A.2(a), the
shaded histogram is the spectrum obtained requiring two good photons, while the
dashed histogram is the spectrum for more than two photons. When there are more
than two photons, the ratio of signal over background is much lower. In order to
remove potential backgrounds as much as possible, we also require the number of
good photons to be two.

Figure A.2(b) shows the γγ invariant mass spectrum of events surviving the
above selection, while the shaded histogram is the normalized background estimated
using the side-band regions shown in Fig. A.1(a). The number of J/ψ → ηK ∗0K ∗0

events is determined by fitting the spectra in Fig. A.2(b). The J/ψ → ηK ∗0K ∗0

branching fraction is determined using

Br(J/ψ → ηK ∗0K ∗0) =
Nsig−Nsb

NJ/ψ ·ε·Br(K∗0→K+π−)·Br(K ∗0→K−π+)·Br(η→γγ)
,

where Nsig = 347 is the number of events in the signal region, obtained by fit-
ting the spectrum in Fig. A.2(b) (the blank histogram); Nsb = 138 is the num-
ber of background events estimated from side-band regions, obtained by fitting the
spectrum in Fig. A.2(b) (the shaded histogram); NJ/ψ is the total number of J/ψ
events [92]; ε = 1.79% is the detection efficiency obtained from MC simulation of
J/ψ → ηK ∗0K ∗0; and Br(K ∗0 → K+π−), Br(K ∗0 → K−π+) and Br(η → γγ) are
the corresponding branching fractions. Figures A.3(a) and A.3(b) show respectively
the fitting results of the signal and side-band events, where the shape of the γγ
invariant mass spectrum obtained from the MC sample J/ψ → ηK ∗0K ∗0 is used as
the signal shape and a third order Chebyshev polynomial is used as the background
shape. The J/ψ → ηK ∗0K ∗0 branching fraction is determined to be

Br(J/ψ → ηK ∗0K ∗0) = (1.15± 0.13)× 10−3,

where the error is statistical only. It is the first measurement for this decay mode of
J/ψ and it is shown that this mode is a typical three bodies decay. The branching
fraction is compatible with the result of Br(J/ψ → ηK+K−π+π−) = (1.84±0.28)×
10−3 given by BaBar Collaboration [93]. It is worth mention of that this branching
fraction is several times smaller than the radiative decay mode J/ψ → γK ∗0K ∗0

which is very different from the situation of pp̄ that the branching fraction of J/ψ →
ηpp̄ is much bigger than J/ψ → γpp̄.

A.3.2 J/ψ → ηY (2175)→ ηK ∗0K ∗0

Next, we search for a possible resonance recoiling against η. So in addition to the
above requirements, we require that the γγ invariant mass satisfies |Mγγ −mη | <

116



Appendix Study of J/ψ decays into ηK ∗0K ∗0

M(K
+
π

-
) (GeV/c

2
)

M
(K

- π
+ ) (

G
eV

/c
2 )

0.6

0.8

1

1.2

0.6 0.8 1 1.2

M(Kπ) (GeV/c
2
)

Ev
en

ts
 /(

10
M

eV
/c

2 )

0

1000

2000

0.6 0.8 1 1.2 1.4 1.6

Figure A.1: (a) Scatter plot of MK+π− versus MK−π+ invariant mass, where the
middle box is the signal region and the other boxes are the side-band regions. (b)
The invariant mass spectra of K±π∓; the solid histogram is K+π− and the dashed
is K−π+.

0.04 GeV/c2 and define the side-band region to be 0.1 GeV/c2 < |Mγγ − mη | <
0.14 GeV/c2. The K ∗0K ∗0 invariant mass spectrum recoiling against η for J/ψ →
ηK ∗0K ∗0 is shown in Fig. A.4, where the dashed histogram is the contribution from
phase space for J/ψ → ηK ∗0K ∗0 and the shaded histogram is the contribution from
the normalized side-band events in the η, K ∗0 and K ∗0 side-band regions. There is
no obvious enhancement in the region around 2.175 GeV/c2.

The backgrounds in the selected event sample are studied with MC simula-
tions. For the decay J/ψ → ηK ∗0K ∗0, the possible main background channels
are: J/ψ → ηK ∗0K ∗0 → (3π0)K ∗0K ∗0; J/ψ → a+

0 K
−K ∗0 → (ηπ+)K−K ∗0 + c.c.;

J/ψ → ρ+K ∗−K ∗0 → (π+π0)(K−π0)K ∗0 + c.c.; J/ψ → γπ0K ∗0K ∗0; J/ψ → φη′ →
K+K−ηπ+π−; for each channel a sizable MC sample is simulated. There is no peak
around 2.175 GeV/c2 in the K ∗0K ∗0 invariant mass distribution in any background
channel.

We fit the mass distribution to determine a possible signal, where three parts
are included in the total probability distribution function (p.d.f): (1) for the signal
p.d.f, we use the shape of the K ∗0K ∗0 invariant mass spectrum obtained from MC
simulation of J/ψ → ηY (2175) → ηK ∗0K ∗0 produced with the mass and width of
Y (2175) fixed to BaBar’s results; (2) for the normalized phase space contribution
p.d.f., we use the shape of the K ∗0K ∗0 invariant mass distribution obtained in the
J/ψ → ηK ∗0K ∗0 MC simulation, normalized with the branching ratio obtained in
the previous section; (3) for the other possible backgrounds, we use a third order
Chebyshev polynomial.

The product branching ratio is determined using

Br(J/ψ → ηY (2175)) ·Br(Y (2175)→ K ∗0K ∗0) =
Nobs

NJ/ψ ·ε·Br(K∗0→K+π−)·Br(K ∗0→K−π+)·Br(η→γγ)
= (0.7± 0.8)× 10−4,

where N obs = 11±12 is the number of signal events, NJ/ψ is the total number of J/ψ
events [92], ε = 1.57% is the detection efficiency obtained from MC simulation of
J/ψ → ηY (2175) → ηK ∗0K ∗0, where the first step decay used an angular distribu-
tion 1 + cos2 θ, θ is the polar angle of the η momentum in the center of mass frame,
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Br(K ∗0 → K+π−) and Br(K ∗0 → K−π+) and Br(η → γγ) are the corresponding
branching fractions. The error is only the statistical error. The signal significance
is only 0.88σ.

The upper limit of Br(J/ψ → ηY (2175)) · Br(Y (2175) → K ∗0K ∗0) at the 90%
confidence level is obtained using a Bayesian approach [94]. We obtain the upper
limit:

Br(J/ψ → ηY (2175)) ·Br(Y (2175)→ K ∗0K ∗0) <
Nobs
up

NJ/ψ ·ε·Br(K∗0→K+π−)·Br(K ∗0→K−π+)·Br(η→γγ)·(1−σsys) = 2.52× 10−4,

where N obs
up = 31 is upper limit at the 90% confidence level, σsys is the systematic

error discussed below, and the other symbols are defined as above.
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Figure A.2: (a) The γγ invariant mass spectrum for data; the dashed histogram is
from the Nγ > 2 events, the shaded histogram is from the Nγ = 2 events, and the
blank histogram is from all events. (b) The γγ invariant mass spectrum for Nγ = 2,
where the blank histogram is from signal region events, and the shaded one is from
the side-band regions events.

A.4 Systematic Errors

In this analysis, the systematic errors on the branching fraction and upper limit
mainly come from the following sources:

A.4.1 MDC Tracking efficiency and kinematic fitting

The systematic errors from MDC tracking and kinematic fitting are estimated by
using simulations with different MDC wire resolutions [91]. In this analysis, the
systematic errors from this source are 12.8% for J/ψ → ηK ∗0K ∗0 and 12.0% for
J/ψ → ηY (2175)→ ηK ∗0K ∗0.
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Figure A.3: Unbinned fitting results of γγ invariant mass spectra: (a) for the signal
region events; (b) for the side-band region events, where the signal shape is obtained
from the MC γγ invariant mass distribution and the background shape is a third
order Chebyshev polynomial.

A.4.2 Photon detection efficiency

The photon detection efficiency is studied in reference [91]. The results indicate
that the systematic error is less than 1% for each photon. Two good photons are
required in this analysis, so 2% is taken as the systematic error for the photon
detection efficiency.

A.4.3 Particle identification (PID)

In references [91] and [95], the efficiencies of pion and kaon identification are ana-
lyzed. The systematic error from PID is about 1% for each charged track. In this
analysis, four charged tracks are required, so 4% is taken as the systematic error
from PID.

A.4.4 Uncertainty of intermediate decay

The branching fraction uncertainties for η → γγ and K ∗0(K ∗0) → K+π−(K−π+)
from PDG08 [94] are taken as systematic errors.

A.4.5 Number of J/ψ events

The number of J/ψ events is (57.70 ± 2.62) × 106, determined from the number of
inclusive 4-prong hadrons [92]. The uncertainty 4.72% is taken as a systematic error.

A.4.6 Fitting

J/ψ → ηK ∗0K ∗0 branching fraction

When fitting the γγ invariant mass spectrum, as described in section III.A, the η
signal shape obtained from MC is fixed, and different order polynomials are used
for the background shape. The difference is taken as the systematic error for the
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Figure A.4: The K ∗0K ∗0 invariant mass spectrum, where points with error bars are
candidate events, the dashed histogram is from MC phase space for J/ψ → ηK ∗0K ∗0,
the shaded histogram is from side-band events, and the solid curve is the fitting
result, where the Y(2175) shape used is from MC simulation.
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background uncertainty. We also use different regions in fitting the invariant mass
spectrum. The total systematic error from fitting is 6.7%.

Br(J/ψ → ηY (2175)) · Br(Y (2175)→ K ∗0K ∗0) upper limit

When fitting the invariant mass spectrum of K ∗0K ∗0, as described in section III.B,
there are three sources of systematic error: for the first p.d.f, we used the differ-
ent resonance parameters measured by BaBar and BES, and take the difference as
the systematic error from the uncertainty of signal parameters; for the second, the
systematic error comes from the error of the branching fraction of J/ψ → ηK ∗0K ∗0

measured in section III.A; for the third, we used the difference between fitting with
a third order Chebyshev polynomial and fitting with the invariant mass shape from
K ∗0K ∗0 side-band events as the systematic error for the background uncertainty.
Combining these contributions, 16.3% is obtained as the systematic error from fit-
ting.

A.4.7 Different selection of side-band regions

We used different side-band regions to estimate the backgrounds both in section
III.A and III.B, and take the difference as a source of systematic error. The result
is 10.0% for the measurement of branching fraction and 4.2% for the upper limit.

A.4.8 Number of photons

To estimate the systematic error from the requirement of two good photons, we
compare the efficiency difference for this requirement between data and MC sam-
ple, and obtain 4.4%, which is taken as the systematic error from the two photon
requirement.

A.4.9 K∗ simulation

TheK∗ is simulated with a P-wave relativistic Breit-Wigner functionBW = Γ(s)2m0
2

(s−m0
2)2+Γ(s)2m0

2 ,

with the width Γ(s) = Γ0
m0

m
1+r2p02

1+r2p2
[ p
p0

]3, where r is the interaction radius and the

value (3.4 ± 0.6 ± 0.3)(GeV/c)−1 measured by a K−π+ scattering experiment [96]
is used. Varying the value of r by 1σ, the difference of the detection efficiencies for
J/ψ → ηK ∗0K ∗0, J/ψ → ηY (2175) → ηK ∗0K ∗0 is taken as the systematic error
from the uncertainty of the r value.

The systematic errors from the different sources and the total systematic errors
are shown in Table I.

A.5 Summary

With 58M BESII J/ψ events, the branching fraction of J/ψ → ηK ∗0K ∗0 is measured
for the first time:

Br(J/ψ → ηK ∗0K ∗0) = (1.15± 0.13± 0.22)× 10−3.
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Table A.1: Systematic errors (%)

Error sources Br(J/ψ → ηK ∗0K ∗0) Upper limit
MDC tracking efficiency and 4-C fitting 12.8 12.0
Photon detection efficiency 2 2
PID 4 4
Intermediate decay ∼ 1 ∼ 1
Number of J/ψ events 4.7 4.7
Fitting 6.7 16.3
Side-band region 10.0 4.2
Photon number 4.4 4.4
K∗ simulation 3.5 2.6
Total systematic error 19.5 22.3

No obvious enhancement near 2.175 GeV/c2 in the invariant mass spectrum of
K ∗0K ∗0 is observed. The upper limit on Br(J/ψ → ηY (2175)) · Br(Y (2175) →
K ∗0K ∗0) at the 90% C.L. is 2.52 × 10−4. Due to the limited statistics, we can not
distinguish whether the Y (2175) is a hybrid or quarkonium state.
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